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Scale-Context Perceptive Network for Crowd
Counting and Localization in Smart City System

Wenzhe Zhai , Mingliang Gao , Xiangyu Guo , Qilei Li , Student Member, IEEE,
and Gwanggil Jeon , Senior Member, IEEE

Abstract�The task of crowd counting and localization is to
predict the count and position of people in a crowd, which is
a practical and essential subtask in crowd analysis and smart
city systems. However, the inherent problems of scale varia-
tion and background disturbance restrain their performance.
While recent research focus on studying counting and localiza-
tion independently, a few works are capable of executing both
tasks simultaneously. To this end, we propose a scale-context
perceptive network (SCPNet) to jointly tackle the crowd count-
ing and localization tasks in a uni�ed framework. Speci�cally, a
scale perceptive (SP) module with a local�global branch schema
is designed to capture multiscale information. Meanwhile, a con-
text perceptive (CP) module, by the channel-spatial self-attention
mechanism, is derived to suppress the background disturbance.
Furthermore, a novel hierarchical scale loss function that com-
bines the Euclidean loss function and structural similarity loss
function is designed to prompt the proposed model to ful�ll
the counting and localization simultaneously. Extensive experi-
ments on challenging crowd data sets prove the superiority of the
proposed SCPNet compared with the state-of-the-art competitors
in both objective and subjective evaluations.

Index Terms�Convolutional neural network (CNN), crowd
counting, crowd localization, self-attention mechanism, smart
city.

I. INTRODUCTION

CROWD analysis is an emerging topic in computer vision,
and a crucial task in smart city applications, e.g., video

monitoring, urban planning, and public security [1], [2]. It
has two essential subtasks, namely, counting and localiza-
tion, that have drawn signification attention in recent years.
The objectives are to infer pedestrian numbers and loca-
tions, respectively. The approach for crowd counting is con-
stantly refreshed and increasingly more effective. Meanwhile,
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crowd localization, evolved from crowd counting, is gradually
explored and developed. They can be served for high-level
vision tasks, e.g., crowd tracking [3] and 3-D human pose
estimation [4].

The early detection-based counting methods can be regarded
as a solution to crowd counting and localization, simultane-
ously, as the bounding box can output the location information
of pedestrians, and the crowd counts can be obtained by
summing the bounding boxes. However, these methods have
some limitations, e.g., the scale variation in the dense scene
will significantly weaken the counting performance, and the
background disturbance will mislead the model to recognize
the heads, which results in counting errors. Regression-
based methods have been proposed to address the problem
of detection-based methods, which directly learn the map-
ping from an image to count. And the counting performance
has been improved satisfactorily. In spite of this, they can-
not output the location and size information of the head,
and only relying on manual features is tough to generate
high-quality density map [1]. Benefiting from the feature
extraction capability of convolutional neural network (CNN),
numerous researchers have adopted the density estimation
methods [5], [6] to accomplish the counting task. These
methods attempt to count the crowd by summing the pixel
values in an estimated density map [7], [8]. For crowd
localization, the mainstream methods are density map-based
approaches [9], [10]. The idea of map-based methods is to
regress a density map and find the maxima point as the
head point. Therefore, generating an accurate ground-truth
density map is essential to precisely determine the head
location.

The scale variation and the background disturbance are
primary issues that degrade the accuracy of crowd counting
and localization. The scale variations are attributable to the
irregular placement of the cameras, which leads to different
distances between crowds and cameras [11]. The background
disturbance (e.g., trees, buildings, and vehicles) is similar
to the foreground region (e.g., head) which results in an
overestimation of the count results in crowded scenarios.

Some works tackle the issue of scale variation by utilizing
multicolumn structure [12], or adopting the dilated convo-
lution layer [7]. However, these network models have huge
parameters and massive computational complexity. To address
these concerns, the scale-aware perception (SP) module is
built in this article to extract multiscale features effectively.
Specifically, we employ the local–global branches combining
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with a hierarchical pyramid structure to capture multiscale
features.

Some methods solve the problems of background distur-
bance by adopting the attention mechanism [13], [14], while
they lose the information of potential details, or they misiden-
tify the background area as the pedestrian area leading to
overestimation. To this end, we propose the context per-
ceptive (CP) module with channel self-attention and spatial
self-attention to preserve the detailed information and suppress
background disturbances. Furthermore, a novel hierarchical
scale (HS) loss is proposed to promote the global and local
conformance between the estimated map and the ground-truth
map. Last, the synergy of three losses, i.e., HS loss, MSE loss,
and structural similarity (SSIM) loss, facilitate the proposed
model to collaboratively complete counting and localization.
The main contributions are summered as follows.

1) An SP module is designed to capture multiscale features,
including the detailed scale feature and the global scale
feature.

2) A CP module consisting of a channel-spatial self-
attention mechanism is built to suppress the background
disturbance.

3) An HS loss is proposed and integrated with the
Euclidean loss function and SSIM loss function to moti-
vate the proposed model to perform the counting and
localization simultaneously.

4) Extensive experiments and ablation studies verify the
superiority of the proposed method in the tasks of crowd
counting and localization.

The following sections are structured as follows. Section II
reviews the related work. Section III illustrates the proposed
method in detail. The experiment discussion and conclusion
are presented in Sections IV and V, respectively.

II. RELATED WORK

Recently, CNN-based methods have widely developed and
have been the mainstream in crowd counting, benefiting from
the powerful feature representation ability of CNN [9], [15].
In this section, we revisit two types of tasks related to the
proposed scale-CP network (SCPNet), i.e., crowd counting and
crowd localization.

A. Crowd Counting

1) Solutions to Scale Variation: The scale variation will
decrease the quality of estimated density maps, thus decrease
the accuracy of crowd counting [11]. The multicolumn struc-
ture [12] and dilated convolution layer [7] are utilized to
extract multiscale features. Zhang et al. [12] first built a
network in a multicolumn structure, which obtains multiscale
information in a simple but effective means. On the basis
of the aforementioned work, Sam et al. [16] embedded a
switching layer into a multicolumn architecture to guide
the network to focus on a large-scale region. Li et al. [7]
deployed some dilated convolution layers to enlarge the recep-
tive fields, which are helpful to capture information in detail.
Cao et al. [17] stacked several convolution blocks to cap-
ture multiscale information. The blocks consist of four parallel

convolution layers with different kernel sizes to aggregate fea-
tures with diverse scales. Zhai et al. [15] extracted multiscale
features by a discriminative feature extractor and a hierarchical
feature aggregator.

2) Solutions to Background Disturbance: The background
disturbance will cause the overestimation of the crowd region.
The attention mechanism [18], [19], [20], [21] has been
widely implemented in object counting by adjusting parame-
ters to emphasize the foreground and weaken the background.
Gao et al. [13] introduced a channel attention unit to strengthen
the class-specific response, which is beneficial to suppress
the background disturbance. Miao et al. [22] designed an
attention map generator to obtain attention maps, in which
the foreground has a brighter crowd than the background.
Zhai et al. [11] adopted channel-spatial attention model to
distinguish the crowd region and background. The proposed
attention unit generates the refined weights by executing a
1-D convolution operation. Guo et al. [23] built a multispec-
tral channel attention unit by generalizing channel attention
to the frequency domain through discrete cosine transforma-
tion (DCT) formulation. Lin et al. [24] proposed a multifaceted
attention network that combined global attention and local
learnable region attention for head location.

B. Crowd Localization

Compared with the crowd counting task, the precise location
of pedestrians in an image is also crucial and challeng-
ing. Crowd localization is performed to identify the location
of each pedestrian in the crowd scenes, which can supply
detailed positional information for many real-world applica-
tions. Idress et al. [25] located the head by detecting the local
maximal points in the density map. Liu et al. [26] proposed
a multibranch architecture in which counting and localiza-
tion tasks promote each other. Cheng et al. [10] introduced
a probability map that can regress a localization map by a
peak detection strategy for crowd localization. Sam et al. [27]
built a fine-grained CNN network, namely, LSC-CNN, which
can locate the head at very high resolution. Furthermore, it
can represent the size of the located head in a bounding box.
Abousamra et al. [28] designed a topological network, termed
as TopoCount, to relieve semantic errors in dense crowds and
combined with the persistence loss to improve the performance
of crowd localization. Liang et al. [29] adopted a transformer
to crowd localization. In their work, a set of predicted points
are generated by two head paths. Then, a Kaiser–Meyer–
Olkin (KMO)-based matcher is subsequently utilized to match
the predicted points and ground-truth points.

III. FRAMEWORK OF THE PROPOSED METHOD

The architecture of the proposed method is illustrated in
Fig. 1. In the process of training, the HRNet [30] is adopted
as the front-end network to extract basic features. Afterward,
the scale perceptive (SP) module and CP module are built to
tackle the problems of scale variation and background noise in
a challenge-oriented manner. Finally, two transposed convolu-
tion layers are adopted to upsample the feature and generate
the estimated map. A novel HS loss function is built and
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Fig. 1. Architecture of the proposed SCPNet for crowd counting and localization.

Fig. 2. Framework of the scale SP module.

incorporated with the Euclidean loss function and SSIM loss
function to perform the counting and localization in synergy.
In the test process, we employ the Local-Maxima-Detection-
Strategy [9] and KNN strategy [31] to produce the bounding
boxes in the predicted map.

A. Scale Perceptive Module

Scale variation is a pivotal aspect in crowd counting image
understanding. To address the challenge, the SP module is
proposed to capture multiscale features. The diagram of SP
module is depicted in Fig. 2.

The SP module contains two coupled branches, i.e., local
branch and global branch. Specifically, the local branch Sl in a
hierarchical architecture is responsible to acquire detailed scale
information, which is indispensable for the small head regions.
First, a 1×1 convolution layer is employed for channel reduc-
tion. Afterward, the abundant multiscale features are captured
through the hierarchical pyramid structure, which consists of
four convolution layers with four kernel sizes, i.e., 9, 7, 5,
and 3, respectively. A larger convolutional filter can acquire
a wider receptive field with more complexity, while a smaller
convolutional filter can capture detailed features. Finally, a
1 × 1 convolutional filter is used to increase the channels to
512. The local branch Sl is formulated as

Sl = Conv1

�
Conv1

�
Cat

�
ConvK,G

i=3,j=1(I)
���

K = {3, 5, 7, 9}, G = {1, 4, 8, 16} (1)

where I � RH×W×C denotes the input feature map. Convi,j
represents the convolutional filter of K with group number G.
Cat(•) indicates the concatenation operation.

Unlike the local branch, the global branch aims to capture
global features. It resembles the structure of the local branch
in a hierarchical pyramid structure to extract the multiscale
features. At the front end of the branch, we adopt the adap-
tive average pooling operation to decrease the input size to
9 × 9. Subsequently, the hierarchical pyramid structure is uti-
lized to obtain the multiscale features. Finally, the feature map
is restored to the same resolution as the input map. The feature
of the global branch is formulated as

Sg = Up
�

Conv1

�
Conv1

�
Cat

�
ConvK,G

i=3,j=1(Avg(I))
���

K = {3, 5, 7, 9}, G = {1, 4, 8, 16} (2)

where Avg(•) illustrates the adaptive average pooling opera-
tion. Cat(•) represents the concatenation operation and Up(•)
denotes the upsample operation, respectively.

The convolutional filters of 3×3 are utilized to concatenate
the feature of local branch and global branch. The final feature
map S utilizes upsample operation for restoring to the original
image size. It is formulated as

S = Up
�
Conv3

	
Cat



Sl, Sg

��
. (3)
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Fig. 3. Framework of the CP module.

B. Context Perceptive Module

Background interference restrains the performance of crowd
counting and localization, leading to over- or under-estimation.
To solve the problem, the CP module is proposed to identify
the head region correctly. Fig. 3 depicts the framework of the
CP module.

The CP module consists of two different self-attention
units, i.e., a channel self-attention unit and a spatial self-
attention unit. The channel self-attention unit is to suppress
the background clutter. Given an input I � RH×W×C generated
from the backbone, the channel reduction is first conducted.
Specifically, the upper branch channel dimension is reduced to
(C/2) and generate Wv � RH×W×(C/2). The lower branch is
reduced to 1 and generate Wq � RH×W×1. Then, Wv and Wq

are flattened to obtain �c1 and ��c2, respectively. Followed that,
the softmax function is employed to reweighting ��c2 and gen-
erate �c2. Next, matrix multiplication is performed between �c1
and �c2, and layer normalization and the Sigmoid function are
used to generate the immediate attention map m � R1×1×C.
The immediate attention map M is defined as

M = �
�
Wk[�c1�Wv(I)� � �

	
�c2

�
Wq(I)

��
(4)

where � denotes the Sigmoid function and � represents the
softmax function. The � denotes the matrix dot-product. �1
and �2 denote the two tensors reshape operators. Wk, Wv, and
Wq represent parameter metrics. The interaction map CM(I)(•)
is obtained by multiplying the input I with the intermediate
attention map M, and it is formulated as

CM(I) = M � I (5)

where � denotes the elementwise multiplication.

The spatial self-attention unit is employed to increase the
dynamic range of attention, which can enhance the adaptive
ability of the model to the crowd region. For the upper branch,
it has the same operations as the channel self-attention unit.
For the lower branch, the number of channels is first reduced
to C/2, and then executes an adaptive average operation to
decrease the spatial dimension to 1×1 to generate ��s2. Finally,
the output attention map O � RH×W×1 can be obtained
through the same operations as the CSA unit. The attention
map is formulated as

O = �
�
�s1

�
Wv(M) � �s2

	
�
�
Wq(M)

���
(6)

where � employs the global pooling operator. The final map
CO interacts with the spatial feature and the channel feature.
It is formulated as

CO(M) = O � CM(I). (7)

C. Ground-Truth Map

Unlike the traditional Gaussian density map [11], [23], we
adopt the focal inverse distance transform (FIDT) map [9] to
realize the crowd counting and localization tasks simultane-
ously instead of Gaussian density map [12] considering that
the FIDT can provide the precise location of each head anno-
tation. The FIDT map is generated based on the l2 transform
map as

I(x, y) = min
(x�,y�)�N

�
(x � x�)2 + (y � y�)2 (8)

where I(x, y) reflects the distance between the pixel and cor-
responding nearest annotation. N denotes a collection of head
annotations. Nevertheless, it is hard to regress a density map
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by (8), as it has a broad distance variation. To overcome this
problem, the inverse function is utilized, and a focal function
is added to (9) to generate the FIDT map. It is formulated as

F(x, y) =
1

I(x, y)(�×I(x,y)+�) + C
(9)

where F(x, y) represents the FIDT map and C is a constant
(set to 1) to avoid being divided by 0.

D. Loss Function

1) Euclidean Loss: First, the Euclidean loss is adopted to
train the proposed network for crowd counting. The Euclidean
loss function measures the estimation difference at pixel
level between the estimated map and ground truth. It is
formulated as

Le =
1

N

N�

i=1

���Fest
i � Fgt

i

���
2

2
(10)

where N denotes the number of images. Fest
i and Fgt

i represent
the estimated maps and ground truth for each of the diverse
samples.

2) Structural Similarity Loss: To supplement the blur
effect and local structure information, some approaches
employ SSIM loss to enhance the quality of the prediction
map [17], [32]. It is formulated as

SSIM
�

Fest
i , Fgt

i

�
=

�
2µFest

i
µFgt

i
+ �1

��
2�Fest

i Fgt
i

+ �2

�

�
µ2

Fest
i

+ µ2
Fgt

i
+ �1

��
� 2

Fest
i

+ � 2
Fgt

i
+ �2

�

(11)

Ls

�
Fest

i , Fgt
i

�
= 1 � SSIM

�
Fest

i , Fgt
i

�
(12)

where µ and � represent the mean and variance of local
structure information. �1 and �2 are set to 1e-4 and 9e-4,
respectively.

3) Hierarchical Scale Loss: To promote global and local
conformance between the estimated map and the ground-truth
map, a novel HS loss is illustrated as follows:

Lhs =
1

N

N�

i=1

S�

j=1

1

k2
j

���Pj


Fest

i

�
� Pj

�
Fgt

i

����
1

+ 	
���Fest

i � Fgt
i

���
1

(13)

where S stands for HS level. Pj(•) represents average pool-
ing operation. kj controls the average pooling output size
(i.e., 1 × 1, 2 × 2, and 4 × 4). 	 is a balance weight.

The estimated map and ground-truth map are processed into
three levels with various average pooling output kernel sizes.
Depending on the context of the density level, the estimated
map is mandated to be concordant with the ground truth at
various scales. The global context feature level is derived from
the output size 1×1 and the local context feature level of image
patches is captured by 2 × 2 and 4 × 4. For point localization,
we apply the mean absolute error (MAE) loss to improve the
robustness of localization points.

The final loss is obtained by summing the three bundle
losses, and it is formulated as follows:

L = Le + 
1Ls + 
2Lhs (14)

where {
1, 
2} represents the weighting parameters of the
various loss functions and is set to {0.01, 0.1}.

IV. EXPERIMENTS

A. Setup of Experiments

To augment the training samples, the training data sets are
cropped randomly and flipped horizontally. The crop size is
set to 256 × 256 for the ShanghaiTech data set and 512 × 512
for other data sets. The Adam optimization [33] is applied
to optimize the network, in which the learning rate is ini-
tialized as 10�4 and the weight decay is set to 5 × 10�4,
respectively. The training batch size is set to 16. The configu-
ration is equipped with Intel Core i7-9700K CPU@3.60 GHz
and implemented in PyTorch framework [9] with NVIDIA
GeForce GTX 3090Ti GPU.

1) Crowd Counting Evaluation Protocols: For the count-
ing task, the MAE and root mean square error (RMSE)
are employed to provide an indication of the accuracy and
robustness of the prediction for crowd counting. They are
formulated as

MAE =
1

M

M�

m=1

��Cest
m � Cgt

m

�� (15)

RMSE =

���� 1

M

M�

m=1

�
Cest

m � Cgt
m

�2
(16)

where M represents the number of images, Cest
m represents the

estimated count in the mth test image, and Cgt
m is the ground

truth in the mth test image.
2) Crowd Localization Evaluation Protocols: For the local-

ization task, the Precision, Recall, and F1-measure (F1�m) are
measured to reflect the location information of the predicted
localization. These three metrics can be formulated as

Precision =
TP

TP + FP
, (17)

Recall =
TP

TP + FN
, (18)

F1�m =
2TP

2TP + FN + FP
(19)

where TP, FP, TN, and FN are the true positive, false positive,
true negative, and false negative, respectively.

B. Data Sets

To verify the effectiveness of the proposed SCPNet, com-
parative experiments are performed on four crowd count-
ing data sets, i.e., ShanghaiTech [12], UCF_CC_50 [34],
UCF-QNRF [25], and JHU-Crowd++ [35]. The details of the
benchmark data sets are summarized in Table I.

ShanghaiTech [12] consists of two subsets, i.e., Part A and
Part B. The former was collected from the Internet, which
includes 300 images for training and 182 images for test-
ing. The latter was obtained on the Shanghai shopping streets,
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TABLE I
DETAILS OF THE BENCHMARK DATA SETS

TABLE II
OBJECTIVE COMPARISON RESULTS ON CROWD COUNTING. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

including 400 images in the training set and 316 images in
the testing set.

UCF_CC_50 [34] comprises 50 annotated images of 63 974
individuals, which were collected from the Internet with var-
ious views and resolutions. The number of crowd counts
in the images ranges from 94 to 4543 with an average of
1280 people per image. We utilize the fivefold cross-validation
principle [34] to evaluate the performance of the proposed
method.

UCF-QNRF [25] includes 1201 training images and 334 test
images. It comprises scenes with diverse viewpoints, lighting
variations, and varying densities.

JHU-Crowd++ [35] contains 4372 high-diversity images,
which are divided into 2272 training images, 500 validation
images, and 1600 test images. The number of crowd counts
in the images ranges from 0 to 25 791.

C. Experimental Results and Analysis

1) Experiments on Crowd Counting: Objective comparison
results on crowd counting are reported in Table II. Intuitively,
the proposed SCPNet achieves convincing results on all the
data sets.

Specifically, on the ShanghaiTech Part A data set, it ranks
first with an MAE of 57.3, indicating its superior counting
accuracy. Meanwhile, it scores 102.1 in RMSE, which still
makes it highly competitive. Especially, compared with the
SANet [17] which also utilizes the scale aggregation mecha-
nism, the SCPNet archives 14.4% and 2.3% improvement in
MAE and RMSE. On the ShanghaiTech Part B data set, it

still ranks first with the lowest MAE, and has a 2.1% reduc-
tion in RMSE compared to RAZ [26], which addresses crowd
counting and localization tasks simultaneously.

Besides, on the extremely dense UCF_CC_50 data set, the
SCPNet surpasses all the competitors, which demonstrates that
it can handle congested scenarios. Compared with the second-
best CAN [42], the SCPNet improves the MAE and RMSE
by 37.8% and 2.1%, respectively.

On the UCF-QNRF data set with large-scale variation, the
SCPNet scores 94.9 and 165.2 in MSE and RMSE, both rank-
ing the first place. Compared with the HA-CCN [8] which
is especially for addressing the scale variation, it improves
the MAE and RMSE by 19.6% and 8.9%, respectively. The
results verify the effectiveness of addressing that it is helpful
to capture multiscale variation.

On the JHU-Crowd++ data set with serious background
noise, the proposed method takes first place in both MAE and
RMSE, respectively. Compared with CG-DRCN [35] which
introduces a confidence map to alleviate the background clut-
ter, the SCPNet achieves an improvement of 6.8% and 9.9%
in MAE and RMSE.

Some subject results on crowd counting are illuminated in
Fig. 4. It demonstrates that the estimated map and counts
are approximate to the ground truth. The proposed method
can effectively capture the scale variation of pedestrians and
suppress the background disturbance, benefiting from the SP
module and CP module.

2) Experiments on Crowd Localization: The objective
comparison results on crowd localization against the competi-
tors are shown in Table III.
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Fig. 4. Subjective results on crowd counting.

Table III shows that the SCPNet ranks first in precision
and F-measure, and the suboptimal score in recall on Part
A. Compared with the TinyFaces [44] which perform best in
Recall, the SCPNet improves the Precision and F1-measure
by 82.0% and 35.1%, respectively. For Part B, compared with
the second-best method, TopoCount [28], the proposed method
achieves the best localization performance and improves the
Precision, Recall, and F1-measure by 1.1%, 2.7%, and 2.2%,
respectively.

Meanwhile, the proposed method scores first place
in Precision, Recall, and F-measure on the UCF-QNRF.
Specifically, compared with LSC-CNN [27] which adopts
the multicolumn architecture to detect the dense crowds, the
proposed SCPNet improves the Precision by 12.4%, Recall by
16.1%, and F1-measure by 15.8%, respectively.

Some visualization results of crowd localization are shown
in Fig. 5. It proves that the SCPNet can learn the seman-
tic scale of each head to contain head region information.
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TABLE III
OBJECTIVE COMPARISON RESULTS ON CROWD LOCALIZATION. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

TABLE IV
ABLATION STUDIES ON THE CRITICAL MODULES

IN THE PROPOSED SCPNET

Meanwhile, the proposed method obtains accurate estima-
tions and generates precise localization maps in various crowd
scenes.

D. Ablation Studies

To validate the effectiveness of the critical constituents and
the proposed loss function, two ablation studies are conducted
in Sections IV-D1 and IV-D2.

1) Ablation Studies on Critical Modules: In Table IV, the
ablation experiments are conducted to validate the critical
constituents and combination types on the ShanghaiTech
data set.

The counterparts are illustrated as follows.
1) “baseline” is the model without any constituent parts.

The scores of MAE and RMSE are 64.5 and 119.0,
respectively.

2) “baseline+SP” refers to the baseline model with the sin-
gle SP. It improves the MAE and MSE by 0.4% and
8.0% which proves the effectiveness of the SP module
to suppress scale variation issues.

3) “baseline+CP” denotes the baseline model with a sin-
gle CP module, which is beneficial to suppress the
background to improve the network robustness.

4) “baseline+SP_CP” represents the cascade model in
which the SP module and CP module are con-
nected sequentially. This connection is not conducive
to counting.

5) “baseline+CP_SP” is the cascade model in which CP
and SP modules are connected sequentially. It shows
that this compound mode can facilitate the performance
in both MAE and RMSE.

6) “baseline+SP	CP” indicates a parallel model in which
the SP module and CP module are parallelly connected.
It shows that the performance outperforms the other
combination models.

TABLE V
ABLATION STUDIES ON THE LOSS FUNCTIONS

IN THE PROPOSED SCPNET

2) Ablation Studies on Loss Functions: To validate the
impact of the loss functions, ablation studies are performed on
the ShanghaiTech data set. The results are depicted in Table V.

The compounds of different loss functions are illustrated as
follows.

1) “Le” means the only Euclidean loss function. It scores
61.8 and 109.7 in MAE and RMSE, respectively.

2) “Le+Ls” refers to the Euclidean loss function integrated
with the SSIM loss function. One can see that adding
Ls” can improve the performance in MAE and RMSE
simultaneously.

3) “Le+Lhs” denotes the Euclidean loss function with the
HS loss function. It shows that the Lhs loss proves the
MAE improves the MAE by 6.8%, and also the RMSE
is improved.

4) “Le+Ls+Lhs” represents the final loss function. It
achieves the best scores of 57.3 and 102.1 in MAE and
RMSE, respectively. It proves that the final loss func-
tion enables the network to learn the local and global
interaction of crowds at different scales.

V. CONCLUSION

In this article, the SCPNet is proposed to address the
problems of scale variation and background disturbance in
crowd counting and crowd localization. It mainly consists
of two modules, i.e., the SP module and CP module. The
SP module is built with a local branch and a global branch
to capture multiscale features. The CP module adopts self-
attention in both channel and spatial dimensions to suppress
the interference of background disturbance. Meanwhile, a
novel HS loss is proposed and integrated with the Euclidean
loss and SSIM loss to promote the SCPNet to accomplish
the tasks of crowd counting and localization synergistically.
Extensive ablation studies and experiments prove the validity
of the proposed SP module, CP module, and loss function,
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Fig. 5. Subjective results on crowd localization.

and verify the effectiveness of the SCPNet in crowd count-
ing and localization. In the future, more efforts are expected
to extend the proposed method to a wide range of video

crowd scenes [47], [48]. Meanwhile, drones-based crowd
counting [49], [50] is also a direction worthy of further
study.
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