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Abstract— With the rapid increase of urban population, crowd
counting is a popular yet difficult topic. However, the problem of
scale variation in high-density scenario remains under-explored.
To address this problem, we propose a channel-aware attention
network in this paper. The channel attention module attempts
to handle the relations between channel maps and highlight the
discriminative information in specific channels. Thus, it alleviates
the misestimation for background regions. Experimental results
on ShanghaiTech and UCF-QNRF benchmark datasets prove that
our approach achieves compelling performance compared to the
state-of-the-art methods.

Index Terms—Crowd counting, Density estimation, Channel
attention, Convolutional neural network

I. INTRODUCTION

The purpose of crowd counting is to estimate the population

in crowd scenes. It has drawn much attention in the last few

years because of its crucial role in video-based surveillance

and public safety [1, 2, 3]. Crowd counting is inherently

challenging due to many severe challenges, e.g., perspective

distortion, extreme scale variations, and non-uniform distribu-

tion.

Current methods on crowd counting algorithms can be

generally categorized into detection-based methods and

regression-based methods [3]. The detection-based methods

identify pedestrians by detecting the body and head region of
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the crowd. These methods can not accurately count pedestrians

in highly dense crowd scene due to the poor detection perfor-

mance in such scenario. The regression-based methods devote

to training regression models to directly learn a mapping

from the visual features. In recent years, benefiting from

the powerful learning ability of deep convolutional neural

networks (CNNs), the CNN-based methods have achieved

dominant performances [1, 2, 3].

In spite of the great achievements, crowd counting in high-

density scenario is still a thorny issue. The main challenge in

crowd counting is the scale variations caused by the camera

perspective distortion, as depicted in Fig. 1. The large scale

variation will decrease the quality of estimated density maps

and result in the error estimation for backgrounds. To settle this

problem, we put forward a channel-aware attention network.

The rest of this paper is summarized as follows. Section

II reviews previous related works in this domain. Section III

depicts the detailed explanation of the proposed methods.

Section IV introduces the detail of experimental results and

discussions. This work is concluded in Section V.

II. RELATED WORK

A. Detection-based methods

Incipiently methods count the quantity of individuals by

detecting heads or bodies within the pictures. Features such

as Haar wavelets [4] and HOG [5] concentrated on exploiting

handcrafts features which detected head or other body parts.

Dollar et al. [6] employed a sliding window to detect a
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Fig. 1: Scale variations in crowd scenes.

person and counted the people by the detected bounding boxes.

Li et al. [7] calculated the crowd density by constructing

detectors of head and shoulder. Despite the progress achieved

in low-density crowd scenarios, the detection-based methods

underperform in crowded scenarios because of the occlusion

and background noise [8].

B. Regression-based methods

The regression-based approaches map the visual features

to the amount of people in crowds and have achieved a

great success in crowd counting [3]. Idress et al. [9] utilized

multiple sources to regress the crowd counts. Zhang et al.
[10] adopted the trained CNN architecture to solve the cross-

scence counting problems. Zhang et al. [11] employed MCNN

model to cope with the problem of perspective distortions and

scale variation. Sindagi et al. [12] put forward a CNN-based

to classify the crowd density of pedestrian into diverse levels

to promote the density estimation. Li et al. [13] proposed

CSRNet by replacing the pooling operations with dilated

kernels to aggregate the multiscale information in congested

scenes. Li et al. [13] proposed CSRNet by utilizing dilated

convolution to aggregate the multiscale information in crowd

scenes.

Additionally, the attention mechanisms have been adopted

in crowd counting. Liu et al. [14] used attention module to

coordinate the model weights of crowd density. Hossain et al.
[15] achieved the crowd counting by a global attentional net-

work with local scale perception. Zhang et al. [16] presented

an attention mechanism to evaluate the probability map for

crowd counting in non-head area.

Despite the great advances in crowd counting, the problem

of scale variations in high-density scenarios is far from settled.

We demonstrate the effectiveness of introducing attention

mechanisms into crowd counting. To this aim, we employed a

channel-aware attention network to effectively cope with the

scale variations in high-density scenario.

III. PROPOSED METHOD

The framework of the proposed model is depicted in Fig.

2. In this section, the attention module, loss function, and the

implementation details are introduced.

A. Channel attention architecture

Given an input image I , ResNet-50 is employed to ex-

tract the feature. Considering the scale variation caused by

perspective distortion in dense crowd, it is vital to introduce

the attention model to restrain the side effects caused by the

perturbed pattern.

As shown in Fig. 3, our model aggregates the spatial in-

formation by employing the average-pooling and max-pooling

to generate two spatial context descriptors, namely Ma and

Mm. Both descriptors are feed into a shared network and

generate a channel attention map D(M) ∈ R1×1×C . The

channel attention is formulated as,

D(M) =Sigmoid[FC(AvgPool(M)) + FC(MaxPool(M))]

=Sigmoid[(K ·Ma) + (K ·Mm)],
(1)

where FC(·) denotes convolution operations. The channel

weight K is generated by FC(·) manipulation.

The proposed model produces a 1×1×C channel attention

map D(M) to reflect the vital region of crowd. So employs

the channel enhanced feature map,

So = D(M)⊗M, (2)

where ⊗ represents the element-wise multiplication.

B. Loss function

The Euclidean distance is employed as the optimization

objective loss function as,

loss =
1

M

M∑
i=1

‖Fθ(Ii)− Yi‖22 , (3)

where M is the batch size. Fθ(Ii) indicates the estimated

density map, θ denotes the learned parameter, and Yi is the

density map of ground truth.

C. Implementation details

1) Ground truth of the density map: Similar to the

work [13], the generation of density map H(z) is formulated

as,

H(z) =
N∑
i=1

δ(z − zi) ∗ Gσ(z), (4)

where N denotes the labelled person, and zi is the annotated

head location. The delta function δ(z− zi) employs a head of

pedestrian. Gσ represents Gaussian kernel with a parameter σ.
2) Training details: In these experiments, two parallel

NVIDIA RTX2080S GPUs are used for training and evaluating

using the PyTorch framework [17]. The default batch size is set

as 4 on each GPU. We resize all images to 576x768 resolution,

and generate density maps in the same size. The decay rate

is 0.995. The learning rate of the whole network is initially

set at 10−5. The Adam [18] is adopted as the optimizer and

models are trained for 400 epochs.

IV. EXPERIMENTS

A. Evaluation metrics

We employ evaluation metrics via the Mean Absolute Error

(MAE) and Mean Square Error (MSE), which are computed

in Eq. (5) and Eq. (6), respectively.

MAE =
1

N

∑∣∣∣yi − y
′
i

∣∣∣ , (5)
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Fig. 2: Flowchart of the channel-aware attention network for crowd counting. The proposed method consists of three parts,

i.e., feature extractor, channel-aware attention model, and density map generator.
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Fig. 3: Structure of the channel attention module. It takes the high level feature map M as input. The average-pooling and

max-pooling are performed on two paralleled paths to squeeze a 1-dimension vector. Then the channel weight is generated by

sigmoid operation. The final feature map is produced by the multiplication of weight and input M .

TABLE I: Experimental results on the ShanghaiTech dataset

Method Part A Part B
MAE MSE MAE MSE

Zhang et al.[10] 181.8 277.7 32.0 49.8
MCNN[11] 110.2 173.2 26.4 41.3
Marsden et al.[19] 126.5 173.5 23.8 33.1
Switching-CNN[20] 90.4 135.0 21.1 30.1
CMTL[21] 101.3 152.4 20.0 31.1
ACSCP[22] 75.7 102.7 17.2 27.4
BSAD[23] 90.4 135.0 20.2 35.6
SaCNN[24] 86.8 139.2 20.7 32.8
PCC-Net[25] 73.5 124.0 19.2 31.5
DNCL[26] 73.5 112.3 18.7 26.0
Ours 74.3 127.1 8.4 14.0

MSE =

√
1

N

∑∣∣yi − y
′
i

∣∣2, (6)

where N represents the number of test datasets, i is the number

of test image. y
′
i indicates the estimated counting results, and

yi is the groud truth number of crowd.

B. Performance on ShanghaiTech dataset

The ShanghaiTech dataset [11] consists of two parts, among

which Part A contains 482 images and Part B has 716 images,

respectively. The results are shown in Table I. Some examples

are depicted in Fig. 4. It shows that the prediction results are

close to the ground truth.

Pa
rt
_A GT 360.0

GT 411.0

Est 359.9

Est 415.5

Pa
rt
_B GT 281.0

GT 43.0

Est 286.9

Est 43.3

Fig. 4: The estimated density maps and counting numbers on

ShanghaiTech dataset.

C. Performance on UCF-QNRF dataset

The UCF-QNRF dataset [27] contains 1535 images with

huge density variance, which is extremely challenging. The

training set and the test set include 1201 and 334 images,
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TABLE II: Experimental results on the UCF-QNRF dataset

Methods MAE MSE

Zhang et al. [10] 467.0 498.5
MCNN[11] 277.0 509.1
CRSNet[13] 129.0 209.0
CMTL[21] 252.0 514.0
Switching-CNN[20] 228.0 445.0
PCCNet[25] 148.7 247.3
DENet[28] 121.0 205.0
LSC-CNN[29] 120.5 218.2
HA-CCN[30] 118.1 180.4
Ours 113.9 197.1

respectively. Comparative results are shown in Table II. It

shows that our method has the lowest score of MAE (113.7)

and second-lowest score of MSE (197.1). Fig. 5 illustrates the

experimental results for sample images from the UCF-QNRF

datasets.

GT 1017.0

GT 651.0

Est 1000.8

Est 651.3

Fig. 5: The estimated density maps and counting numbers on

UCF-QNRF dataset.

V. CONCLUSION

In this paper, we propose a channel-aware attention network

to handle the crowd counting in dense crowd scene. The pro-

posed method handles the relations between channel maps and

highlights the discriminative information in specific channels.

Thus, it alleviates the mistaken estimation for background

regions. The experiments verify that the proposed approach

accomplishes competitive performance compared with other

SOTA trackers.
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