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Abstract— Vehicle association is a vital yet complex task to
retrieve specific vehicles across various camera angles, time
frames, and geographical locations. In environments supported
by autonomous driving and 6G networks, this task plays a vital
role in urban surveillance and traffic management by enabling
the real-time sharing of vehicle location and status information
through ultra-high-speed, low-latency 6G communication. The
success of a retrieval model largely depends on the quality of
the extracted representations, which can be influenced by factors
such as background diversity and occlusions. This study proposes
a method to extract representations that remain consistent
across different domains while retaining the discriminative power
necessary to determine a vehicle’s spatial location, regardless
of background or environmental variations. To achieve this,
we introduce a framework called Generic Representation Learn-
ing (GRL). Within GRL, we leverage large-scale pre-trained
foundational models to provide spatial priors of vehicles, specif-
ically the Grounding DINO model for object detection and the
SAM model for object segmentation. These modules collaborate
to help the network understand the spatial context of the
object, enabling the feature extractor to focus on discriminative
areas while minimizing interference. Additionally, we introduce
a complementary feature alignment mechanism based on a
memory bank to explore globally applicable knowledge within the
learned representation of the object. These constituent elements
collectively form SRP, to enhance its capability for outstand-
ing performance in vehicle retrieval. Extensive experimentation
demonstrates that SRP significantly outperforms existing models
on widely recognized benchmarks.

Index Terms— Vehicle association, road planning, deep neural
network, object segmentation and location.

I. INTRODUCTION

‘ 7 EHICLE association has emerged as a pivotal research
area with the advancements in artificial intelligence
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Fig. 1. IoT-based vehicle road planning system with real-time monitoring and
analysis capabilities, leveraging 6G-enabled vehicle-to-infrastructure commu-
nication to enhance autonomous driving performance, optimize traffic flow,
and improve urban planning efficiency.

of thing (AloT) and plays a critical role in autonomous
driving and 6G networks. It focused on retrieving vehi-
cles from images or video sequences captured by multiple
non-overlapping surveillance cameras [1]. With the ultra-low
latency and high-speed communication provided by 6G net-
works, vehicle association not only significantly improves the
efficiency of traffic systems but also provides smarter solutions
for urban planning. Particularly in the field of autonomous
driving, the high reliability and large bandwidth of 6G enable
real-time data transmission and response between vehicles
and infrastructure. This capability enhances the perception
accuracy, decision-making speed, and path planning precision
of autonomous vehicles, thereby optimizing the management
and operational efficiency of the entire traffic system. Fig. 1
illustrates the application in autonomous driving systems
(2], [3].

In recent years, smart cities and smart cars have been
popularized and applied [4]. The development of the vehicle
detection system prompts the rapid improvement of the vehicle
association model. A vehicle detection model can provide
a bounding box for each detected vehicle object, as shown
in Fig. 2 (a). Vehicle association is a subsequent process
of identifying vehicles and tracking their motion trajectories
from cropped vehicle images. The application of a practical
vehicle association system is shown in Fig. 2 (b), which has
received much attention. Unlike general classification tasks,
vehicle association presents unique challenges, such as scale
and attitude variations, background noise, and differentiation
between vehicles with similar appearances.
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(a) Vehicle detection with bounding box
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Fig. 2. Visual Results of a vehicle detection model and vehicle association system.

Early methods [5], [6] in vehicle association primarily relied
on convolutional neural networks (CNNs) to acquire global
image features while overlooking local features, which limited
performance. Huang et al. [7] introduced a dense convolutional
network that enhances the propagation of features while reduc-
ing the number of parameters. Subsequent advancements [8],
[9] integrated CNNs for global feature learning and introduced
a graph network (GN) branch to explore relationships among
local features. Liu et al. [10] proposed PCRNet to learn
more discriminative local features and explore correlations
between local regions. However, the convolution and down-
sampling operations at certain depths hindered association
performance [11]. The lack of compatibility between CNNs
and GNs, constrained by separate loss functions, further lim-
ited the association’s performance. To tackle these challenges,
the Transformer methods [12], [13], [14] have gained traction
in vehicle association. It utilizes a multi-head self-attention
module to capture global information and establish long-
distance dependencies, eliminating downsampling operations
in conventional CNN methods. However, the Transformer
method often entails high computational costs and intricate
network architectures. A Semantic-Oriented Feature Coupling
Transformer (SOFCT) [15] network is designed to automate
semantic features and amplify feature expression. However,
these methods often ignore the extraction of spatial informa-
tion, which hinders the extraction of image context information
and improved association performance. Furthermore, many of
these methods are trained and validated independently on a
common dataset. This practice, marked by the uniformity of
the entire background and image style within the dataset,
somewhat diverges from real-world scenarios. This hinders the
improvement of the model’s generalization ability. This poses
a challenge for vehicle associations.

In this work, we propose Generic Representation Learning
(GRL) to address the challenges encountered by existing meth-
ods in vehicle association. The primary objective is to enhance
the feature extractor’s awareness of the spatial location of the
vehicle object. This is achieved by leveraging spatial priors
generated by large-scale pre-trained models. These models,
trained on diverse data, can ground the spatial region despite

shifts in data distribution. Specifically, we utilize Grounding
DINO for vehicle localization, which is a calibration to rectify
inaccurate bounding boxes in the input image. Additionally,
we employ the Segment Anything Model (SAM) to delineate
the fine-grained spatial regions of the object. These two models
collaboratively provide hierarchical priors that aid in making
the multi-scale representation spatially aware, thereby miti-
gating distribution shifts caused by various factors. Moreover,
we introduce a memory-bank-based representation alignment
module that aligns local representations with a global memory.
This alignment ensures that representations converge into a
unified feature space and share semantic features, facilitating
distance metric measurements. The contributions of this paper
are three-fold:

e We introduce the idea of guiding discriminative
regional-aware representation learning by external
prior guiding. In that regard, we explore Grounding
DINO for vehicle localization, which is a calibration
to rectify inaccurate bounding boxes in the input
image.

o« We include the Segment Anything Model (SAM) to
delineate the fine-grained spatial regions of the object,
providing hierarchical priors that aid in making the
multi-scale representation spatially aware.

o« We design a memory-bank-based representation align-
ment module that aligns local representations with a
global memory, ensuring convergence into a unified fea-
ture space and facilitating distance metric measurements.

The remainder of the paper is structured as follows: In

Section II, we introduce the literature related to the proposed
method. In Section III, the methodology of the proposed model
is detailed. In Section IV, Comprehensive experiments and
ablation studies are conducted to validate the efficiency of the
proposed method. The conclusion is drawn in Section V.

II. RELATED WORKS
A. Vehicle Association

Object association is an important research task within
computer vision that recognizes the same objects across
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different camera views, spanning both videos and images
captured by surveillance cameras. Vehicle association is a
significant sub-topic in association that aims to identify the
same vehicle across different images. This technology is
essential in numerous applications, such as drone monitor-
ing and autonomous driving. Vehicle association technology
enables explainable intelligence augmented for vehicular road
cooperation. Accurately identifying and tracking the same
vehicle at different times and locations provides essential data
support and interpretability for decision-making in intelligent
transportation systems [3]. Vehicle association involves iden-
tifying vehicles by extracting global and local features and
auxiliary information, such as color and brand. In recent
years, vehicle associations have garnered significant attention
from researchers, driven by the rapid advancement of deep
learning technology. Shen et al. [8] employs convolutional
neural networks of different depths to extract global features.
Moreover, the existing approaches often fail to capture the
local information. Consequently, several studies [16], [17]
have focused on extracting local features to complement global
features. Typically, these approaches divide the feature map
into distinct regions, encompassing horizontal, vertical, and
circular areas. For example, Xu et al. [18] divided the feature
graph into five regions and utilized the graph convolutional
network (GCN) to represent the spatial relationships among
the features. However, these methods frequently face chal-
lenges due to limited generalization capabilities. To address
this issue, Meng et al. [19] proposed an analytic network that
divides the vehicle into four views, thereby enhancing the
accuracy of local feature extraction. In addition, the attention
mechanism has also attracted interest in vehicle association.
Lee et al. [20] uses multiple soft attention points to soften
the vehicle feature map to identify vehicles. Zhu et al. [21]
proposed a dual attention module to learn distinct regional
dependencies and enhance spatial awareness of local features.
Shen et al. [22] combined GCN and Transformers to extract
global and local features and capture their interaction and cor-
relation. Numerous researchers have proposed viable methods
to tackle the issue of vehicle association. In this work, we aim
to learn a lightweight but advanced vehicle association model,
that can serve as a strong backbone for vehicle data analysis
and traffic planning.

B. Vehicle Road Cooperation in AloT

Traffic planning plays a pivotal role in the sustainable
development of city [23]. Hence, fortifying the establishment
and administration of urban traffic planning is fundamen-
tal for fostering cities’ sound and systematic development.
The advancements in vehicle association technology enable
more accurate surveillance and regulation of vehicle maneu-
vers within urban road networks, furnishing crucial technical
support for urban traffic planning [24]. On the one hand,
vehicle association technology is crucial for real-time traffic
management and control. During peak traffic periods or special
events, real-time monitoring of vehicle movements enables
timely adjustments to traffic signals, lane control strategies,
and other measures to alleviate congestion and optimize traffic

flow [25], [26]. On the other hand, vehicle association technol-
ogy enhances vehicle-road collaboration, thereby improving
road usage efficiency. Analyzing vehicle driving data yields
insights into road usage patterns and driver behaviors to form
a scientific foundation for road design [27], [28]. Furthermore,
vehicle association technology can be employed for anomaly
detection to enhance traffic safety [29]. This information pro-
vides more precise data support for traffic planning, assisting
planners in optimizing road layouts and traffic signal controls,
thereby boosting the efficiency and capacity of the traffic
system. Consequently, integrating urban traffic planning and
vehicle association technology is crucial for traffic planning.
In summary, the integration of vehicle association technology
with urban traffic planning provides critical tools for real-time
traffic management, road optimization, and anomaly detection.
This technology offers valuable insights into vehicle behaviors
and road usage, leading to more informed and efficient urban
planning decisions. By leveraging vehicle association data,
urban planners can design better road layouts, improve traffic
control strategies, and ultimately contribute to the sustainable
development of cities.

C. Spatial Prior Mining With Foundation Models

Traditional saliency detection tasks typically depend on
well-designed models. Saliency detection aims to identify the
most visually prominent regions in an image and provide
a coarse understanding of spatial relationships within the
image. Saliency detection models localize and classify objects
within an image, offering detailed information about their
locations in the scene. These tasks are fundamental to com-
puter vision and have been addressed by various techniques
and algorithms. Traditional methods typically process the
information from a single modality, thereby lacking the ability
to leverage supplementary information from other modalities.
Recent advancements in foundation models present more
powerful alternatives for spatial reasoning [30], [31]. For
instance, Segment Anything Model (SAM) [31] empowers
models to focus on specific regions of an image based on
their relevance to the task. This enables a more dynamic
and data-driven approach to spatial reasoning. Grounding
DINO [30] is a recently released zero-sample target detector
that achieves good results on several datasets. It combines the
Transformer-based detector DINO with truthful pre-training,
which can introduce linguistic information into target detection
to enable the recognition of new categories. These foundation
models have found widespread application in various domains,
including Medical Image Segmentation [32], Remote Sens-
ing [33], and 3D Object Segmentation [34]. For example,
Chen et al. [35] utilized the semantic segmentation map
output from SAM to guide the visual coherence learning of
foreground and background features. This approach effectively
solves the problem of ignoring neighboring priors in traditional
global-level feature matching. Osco et al. [36] highlighted the
utility of SAM for processing aerial and orbital images from
diverse geographical contexts. In this paper, we introduce the
idea of learning invariant representation by the assistance of
spatial priors, extracted with large-scale pretrained foundation
models.
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Architecture of the Generic Representation Learning (GRL) model for vehicle association. The GRL model consists of three key modules: a feature

extraction model (upper part) for hierarchical features learning, a prior extraction module (lower part) to calibrate the spatial priors, and a representation
alignment module (tail) for fine-tuning vehicle representations with the memory-bank-based prototype.

D. Domain-Invariant Knowledge Learning

In order to obtain discriminative representation for vehicle
association, it’s essential that the feature extractor can focus
on domain-invariant knowledge. The task of domain invariant
representation learning [37] presents significant challenges due
to the diverse characteristics of data across different domains.
This poses a major difficulty in learning invariant represen-
tations, particularly in tasks like object association, where
images captured in different domains exhibit differences in
background complexity [38] and occlusion [39]. One solution
is to locate objects accurately, yet this remains a significant
challenge in vehicle association. To address this issue, some
existing works have attempted to address background issues
in object association by employing techniques such as back-
ground subtraction [40], [41], [42] or scene parsing [43], [44].
Sajid and Cheung [41] employed a flexible pixel classification
method capable of accurately distinguishing foreground from
background. Simultaneously, multiple color spaces handled
color information and better differentiated between various
objects and backgrounds. Meng et al. [43] proposed a per-
spective alignment method, which maps vehicle images into
3D space better to align the features of vehicles from different
perspectives. These models handle and analyze both global and
local features within vehicle images, while also considering
the spatial information of the vehicles. However, despite these
efforts, the domain generalization problem remains particu-
larly challenging due to inconsistent data distributions [45],
[46]. The aforementioned methods often struggle to generalize
effectively across different domains, which leads to insufficient
robustness and performance degradation when faced with
unseen data distributions [37]. One of the primary obstacles
in the association is the issue of domain-invariant knowledge
generalization [47]. Some existing works have focused on
domain-invariant learning methods, such as Domain Adap-
tation Label Smoothing Regularization [48] and Adversarial
Target Invariant Representation Learning [49], which can assist
the model in better adapting to different data distributions.
These methods aim to improve the generalization ability of
unseen domains. Additionally, Ni et al. [S0] designed a proxy

task named Cross-ID Similarity Learning (CSL) to mine
shared local visual information among different data. CSL
enables the model to learn universal features by focusing
only on partial visual similarity, thus alleviating the side
effects of domain-specific biases. Zhao et al. [51] proposed
the Memory-based Multi-Source Meta-Learning framework,
which simulates the training-testing process of domain gen-
eralization by introducing meta-learning strategies, thereby
learning a more generalizable model. In this work, we over-
come the problem of data distribution shift within vehicle data
captured in different conditions and proposed to learn domain-
invariant representation with the additional guidance of spatial
priors.

III. METHODOLOGY
A. Overall Framework

In this section, we provide a detailed introduction of the
Generic Representation Learning (GRL) framework, crafted
to cultivate discriminative representations tailored for vehicle
association. Depicted in Fig. 3, the GRL model comprises
three foundational modules: (1) A feature extraction backbone
is proposed to process vehicle images and extract hierarchical
features across various scales; (2) A prior extraction fusion
model that effectively integrates spatial priors obtained from
input images into intermediate feature representations and
(3) A representation alignment module designed to fine-tune
the vehicle representation utilizing a memory-bank based
generic prototype. This adjustment facilitates the creation of a
uniform feature space encompassing all samples. These three
modules, constructed as adaptable units, can be amalgamated
into a unified framework facilitating end-to-end training via
conventional gradient updates. Subsequent sections delve into
the intricate design aspects of these modules. The notations
are summarized in Table 1.

B. Hierarchical Feature Extraction

This experiment employs vehicle or human images as
the source image for the network. Drawing inspiration from
MSINet [52], we exploit the advantages of lightweight models
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TABLE I semantic segmentation. These models excel in identifying

MATHEMATICAL NOTATIONS object locations and offer extensive capabilities for expansion,

Notation Description courtesy of their multi-modal prompt design, enabling precise

F Input image ' object specification through textual instructions. However,

ggln(v)() gz;vzgfﬁtlr:r?i‘:}:r;i’lsfh block directly incorporating priqr ipformation as .additional. input

Concat(+) Concatenation operator proves suboptimal due to its inherent modality gap with the

Proj.(-) Non-local projection operator raw image. Although retraining the prior extraction network

%2221 2)1(5&?16zg?i)r[;?g;nﬁrgzzige presents a potential solution, the associated training process

local Local calibration process

to address challenges related to multi-scale and spatial infor-
mation. The specific network structure diagram is illustrated
in Fig. 3. The MSINet [52] network architecture is employed
as the underlying structure for feature extraction. Moreover,
drawing inspiration from the methodology of OSNet [53],
images undergo processing via a 7 x 7 convolutional layer
and a max-pooling layer to bolster the network’s capability
in extracting sophisticated features. Following this, feature
processing is divided into three stages, and each stage is
composed of two cells and a fusion module. In each stage,
a series of two cascaded cells are interconnected, with the
initial cell altering the channel count. The output of the initial
cell is then channelled into the fusion module along with the
spatial prior by the fusion module, which can integrate guiding
knowledge to guide the representation being attentive to the
vehicle’s spatial information. Subsequently, the second cell
takes in the fused representation for further feature refinement.
The formulation is represented as follows:

F,/H = Cellp (Fusion(Cell, (Fy), f7)), te€{0,1,2}, (1)

where F; is the input of the stage ¢, Fyy is the output of the
stage, and f; is the prior knowledge. Each stage is composed
by two Cell(-) blocks, which is the feature extraction block
that was proposed in MSINet [52]. After the first stage,
a downsampling operator decreases the width and height of
the feature dimension by half.

F, = AvgPool(Conv(F))), t e {l,2}. 2)

In Equation (2), the Conv operator employs a 1 x 1 kernel
to reduce dimensions, with a stride of 2 applied for spatial
pooling. Following the downsampling operation, the features
undergo additional processing in the subsequent stages. It’s
worth noting that the downsampling operator is applied for
the first stages. The output of the third stage, namely F3 is
used as the final representation to conduct distance matching
during testing.

C. Spatial Prior Remedy

The core of the proposed GRL framework is incorporating
spatial information about objects into the acquired intermedi-
ate representation. This spatial data is an external prior capable
of directing the model’s attention toward the object region.
With the advancement of deep learning methods, we extract
prior information using two state-of-the-art vision models, i.e.,
the Grounding DINO model [30], employed for object detec-
tion, and the Segment Anything Model (SAM) [31] for object

requires substantial computing resources and also demands
a significant volume of training data to ensure convergence.
Alternatively, drawing inspiration from recent Adaptor designs
in Large-Language Model research literature, we propose
freezing the prior extractor and designing a lightweight cas-
caded convolutional network (CNN) to establish a connection
between prior knowledge and intermediate feature represen-
tation. This process involves three primary steps of the prior,
namely feature extraction, adaptation, and fusion.

1) Prior Extraction: The term prior denotes external knowl-
edge that assists in data understanding. The understanding of
spatial distribution is crucial in vehicle association. Hence,
we employ advanced object grounding and segmentation tech-
niques for prior information extraction. We classify priors into
two distinct types with a coarse-to-fine strategy: Grounding
DINO for object detection and the Segment Anything Model
(SAM) for semantic segmentation. Both models are adaptable
and can be guided by textual instructions, such as ‘vehicle’ in
the context of vehicle detection. Given the vehicle detection
task, an input image / undergoes processing within the prior
extraction network. This network preprocesses the input image
to ensure alignment with its requirements. Subsequently, the
preprocessed data is sent through the prior extraction modules,
which are structured as a parallel fusion of Grounding DINO
and SAM. These modules operate concurrently to produce dis-
tinct prior knowledge outputs. Specifically, Grounding DINO
outputs coordinate information b = (x1, y1, x2, y2) represent-
ing bounding boxes, and SAM outputs a binary mask M that
indicates the region of the object.

2) Prior Adaptation: The two priors provided by Grounding
DINO and SAM convey analogous knowledge but operate
on different granularity levels and dimensions. To consolidate
them into a unified module, we employ a bounding box
approach on a zero image, i.e., a black image as a background,
with dimensions matching the input image’s dimensions. This
method essentially entails annotating a mask at the box level,
denoted as B. To handle these two priors effectively, we con-
catenate them along the channel dimension and input them into
a lightweight cascaded CNN for hierarchical prior refinement.
These layers function as adaptors, aligning the priors from
their respective original spaces with the hyperspace of the
representations derived from the main branch. To process these
two priors, at each step, the concatenated prior is iteratively
optimized. This process is formulated as follows:

Py = Concat(B, M),
Piq = Adaptor,(P,), st te{0,1,2}, (3)

where P; represents the transformed prior at step 7. The
Adaptor module is structured according to the conventional
“ReLU-BN-Conv” design [54].
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3) Prior Fusion: Once the per-stage prior is adapted,
it becomes incorporated into the vehicle representation to
enrich its features. This integration is accomplished through a
fusion module, which includes a concatenation operator and
a CNN layer with a 1 x 1 kernel for aggregating knowledge
and reducing channels. This process is formulated as

F, = Conv,(Concat(Fy, Fy)), st te{l,2,3). (4)

D. Memory-Bank Based Representation Calibration

Since association is a subsequent step to object detection,
where the bounding box of the target object is provided, it is
reasonable to assume that the object occupies a comparable
spatial position. Motivated by this premise, we propose a
representation calibration module based on memory banks
to facilitate spatial alignment. Specifically, for a given batch
of representations Fj, we propose a local and global cali-
bration module to maintain local and global memory banks
as reference points. The two memory banks are initially set
randomly and then updated using the Exponential Moving
Average (EMA) with the current representations from the
batch. Regarding global calibration, non-local projections are
employed to create two counterparts: Key and Query. Subse-
quently, the Key updates the global memory bank and interacts
with the Query to compute the per-sample activation score.
The global calibration process is formulated as follows:

Walobal = Pron(Fé) x EMA(Mean(Projg (F3))),  (5)

where Proj. (-) indicates the non-local projection. Correspond-
ingly, the raw representation is obtained from the CNN layer
to update the local memory bank for the local calibration.
An activation matrix is computed to encode the local varia-
tion between the raw representation and the global memory
bank by multiplying the sampled partial memory. The local
calibration procedure is structured as follows:

Wioeal = F} x 1(EMA(Mean(F)), (©6)

where 1(-) denotes the local random batch sampling process.
To utilize local and global activations, we employ the position
activation module (PAM) [52] to achieve alignment of the pos-
itive and negative samples in the current batch simultaneously.
The formula is formulated as,

Ealign = PAM(ngobal’ Wiocal)s @)

where Lyjign indicates the align loss of the calibration module.

E. Learning Objective

A blend of learning objectives guides the proposed method:
comprising cross-entropy loss, triplet loss, and the newly intro-
duced calibration loss in Eq.(7). The triplet loss is calculated
as follows:

Etri=[D(fuv fp)_D(faa fn)+(1))]+, 3)

where D(f,, fp) represents the Euclidean distance between
positive features for the anchor, while D(f,, f,) represents the
Euclidean distance between negative features for the anchor.
The notation ‘a’, ‘n’, and ‘p’ refers to anchor, negative, and
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positive samples used in the triplet loss. w is the margin, and
[-14 represents the max (-, 0) function. The cross-entropy loss
is calculated as follows:

1

—NZ{LZ?:] i, jlog(pi,j), )

where N denotes the batch size, C represents the number of
classes, t; ; stands for the value of the target label j for sample
i, and p; ; signifies the prediction probability of the model for
the sample class.

Summing up, the final loss function is formulated by
combining the three individual objectives:

£cross =

Lan = aLyi + BLeross + V‘Calignv (10)

The o, B and y are the hyper-parameters to balance individual
items.

IV. EXPERIMENTS
A. Implementation Details

The experiments were conducted following two protocols:
in-domain and cross-domain experiments. The learning rate
was set to 0.065 for the in-domain experiment, and the
margin parameter was set to 0.3. The model was trained for
350 epochs. The cross-domain experiments are designed to
assess the model’s generalization. To avoid model over-fitting
to the source domain, it was trained for 250 epochs with
the other hyper-parameters, the same as in the in-domain
experiments. Throughout the training process, the weight loss
of the alignment module was set to 2.0, ensuring its integration
with the triplet loss and cross-entropy loss as components of
the loss function. The proposed model was implemented on
PyTorch, with all experiments conducted on a server equipped
with an NVIDIA A100 GPU. The hyper-parameters «, 8, y in
Eq. (10) were set to 1, 1, and 10, respectively.

B. Datasets and Evaluation Metrics

1) Datasets: We examined the efficacy of the proposed
GRL model on two extensive vehicle datasets, VeRi-776 [55]
and VehicleID [56]. The VeRi-776 dataset comprises over
50,000 images depicting 776 vehicles captured by 20 cam-
eras from various viewing angles and occlusion scenarios.
The training set includes 37,778 images from 576 vehicles,
while the test set contains 11,579 images from the remaining
200 vehicles. The VehicleID dataset [56] is a large-scale urban
dataset focusing on vehicle association, with 221,763 images
portraying 26,267 cars of approximately 250 vehicle types
with color variations. Additionally, to verify the versatility of
the proposed framework across different object counting tasks,
we also evaluated it on two person association datasets, namely
Market-1501 [57] and MSMT17 [58].

2) Evaluation Metrics: This work uses the mean Average
Precision (mAP) to measure the average precision of search
results across all queried image IDs.

M
2y APm). (11)
M

where M denotes the total number of images, and AP(m)
represents the average precision of the m-th image. The

mAP =
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Background Variations
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lustration of within/cross-domain data distribution shift caused by various factors, such as viewpoint changes, background variations, illuminations

TABLE I
COMPARISON OF RE-IDENTIFICATION (RE-ID) PERFORMANCE ON VARIOUS DATASETS. (THE BEST RESULTS ARE HIGHLIGHTED IN RED)

VeRi VehicleID Market1501 MSMT17

Methods #Params.

R-11 mAP?T R-11 mAPT R-11 mAP} R-11 R-51
ResNet50 [59] ~24M 92.8 69.9 70.6 76.6 85.7 68.3 48.0 25.7
OSNet [53] 2.2M 95.4 72.8 76.0 88.7 93.6 81.0 71.0 433
CDNet [60] 1.8M 94.3 73.0 74.5 88.8 93.7 83.7 73.7 48.5
MSINet [52] 2.3M 95.9 75.0 76.5 89.8 94.6 87.0 76.0 52.5
GRL (Ours) 2.3M 95.9 79.0 78.6 84.5 95.5 89.7 82.6 61.8
Cumulative Matching Characteristic (CMC) curve is a holis- TABLE III

tic assessment metric for association performance. It entails
sorting the similarity between queried images and those in
the dataset, subsequently determining the probability that the
top-k retrieved images include the correct query results. The
CMC score for Rank-k is commonly computed by summing
the maximum value of each query image and dividing it by
the total number of query images.

C. Comparison With State-of-the-Art Methods

To evaluate the effectiveness of the proposed network,
we conducted a comprehensive analysis covering intra-domain
and cross-domain person association scenarios. These compar-
isons verified the generalizability of the proposed method.

The experimental results are depicted in Table II. Notewor-
thy is the superior performance of GRL over the other methods
across most metrics. Although the proposed method did not
achieve the top mAP on the VehicleID dataset, it demonstrated
the highest Rank-1 accuracy across all datasets and achieved
the best mAP on the VeRi-776 [55], Market-1501 [57], and
MSMT17 [58] datasets. This discrepancy could be due to the
VehicleID dataset’s limited sample diversity, which lacks a
mix of positive and negative match examples. As a result, the
model may be less sensitive to negative matches, despite its
capacity to extract discriminative representation for accurate
positive matching. To mitigate this issue, one potential solution
is to employ hard example mining so that such contrastive

COMPARISON ON PERSON REID BENCHMARKS AGAINST SOTA METH-
ODS. (THE BEST RESULTS ARE HIGHLIGHTED IN RED)

Method Market-1501 MSMT17
Rank11 mAPT Rank17 mAPT
PCB [61] 93.8 81.6 68.2 40.4
MGN [62] 95.7 86.9 76.9 52.1
OSNet [53] 93.6 81.0 71.0 43.3
TANet [63] 94.4 83.1 75.5 46.8
DGNet [64] 94.8 86.0 717.2 52.3
Auto-RelD [65] 94.5 85.1 - -
CDNet [60] 95.1 86.0 78.9 54.7
BAT-Net [66] 95.1 87.4 79.5 56.8
SFT [67] 94.1 87.5 79.0 58.3
CTF [68] 94.8 87.7 - -
MSINet [52] 95.3 89.6 81.0 59.6
GRL (Ours) 95.6 89.8 82.4 62.1

learning can help the model not only achieve top-ranked results
but also become more sensitive to negative matches.

To validate the generalization performance of proposed
model, Table III presents a comparison between the proposed
method and other state-of-the-art (SOTA) methods on Market-
1501 [57] and MSMT17 [58]. Compared with BAT-Net [66],
the GRL achieves a 0.5% improvement in Rank-1 accuracy
on the Market1501 dataset, increasing from 95.1% to 95.6%,
and a 2.4% improvement in mAP, increasing from 87.4%
to 89.8%. Additionally, compared with MSINet [52] on the
MSMT17 [58] dataset, the proposed method improves the
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Fig. 5.
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sk Third Stage

Fig. 6. Visualization of the query vehicle, the segmentation mask, interme-
diate feature activations from the baseline (left), and proposed GRL (right).

Rank-1 accuracy by 1.4%, from 81.0% to 82.4%, and the mAP
by 2.5%, from 59.6% to 62.1%. These results demonstrate
the significant performance enhancement of the proposed
method across different datasets, which validates its excellent
generalization capability.

D. Visualization Analysis

1) Visualization on Spatial Prior: We visualized the
extracted spatial priors to validate the reliability of the prior
extraction module in extracting spatial priors. The details are
shown in the Fig. 5. Spatial priors facilitate the model to atten-
tively focus on the object by excluding disruptive background
interference. The bounding box and mask precisely identify
the target object in the image.

2) Visualization of Hierarchical Feature Representations:
We performed a sequence of visualizations to evaluate the
features’ characteristics preceding and succeeding the appli-
cation of the fusion module throughout the three stages. Our
model pays more attention to the object itself and minimizes
extraneous background noise, as demonstrated in Fig. 6. The
proposed GRL method can effectively extract the spatial prior
and focus on the target object, which is crucial for achieving
robust and accurate vehicle association. Specifically, the use of

Visualization of input sample, the generated mask from SAM, and bounding box from Grounding DINO model.

v

A Rank-4 Rank-5

ank-2 Rank-3

Query  Rank-1 Rank-6

Fig. 7. Visualization of the query vehicle and the corresponding two matches.

masks as priors offers more accurate and informative guidance,
which makes the feature extraction process more effective.
Moreover, the blocks in different stages extract features that
evolve from semantic (concrete) to abstract, which allows
the network to progressively refine its feature representations.
Finally, with the guidance of prior information, the GRL
model can focus better on the main target (i.e., the vehicle) in
the early stages and gradually attend to more discriminative
regions, such as the front and rear of the vehicle in later stages.
These factors together improve the overall performance of the
model and validate the effectiveness of the proposed model.

3) Visualization on Top Match Results: In addition, we visu-
alized the top matching results in Fig. 7. It can be observed
that the proposed method can accurately retrieve the query
image from the gallery, regardless of the background and
environmental variations.

V. CONCLUSION

In this work, we proposed a Domain-Invariant Repre-
sentation Learning framework with Generic Representation
Learning (GRL) to achieve robust and accurate vehicle asso-
ciation across various surveillance scenarios. By leveraging
foundational models such as the Grounding DINO for object
detection and the SAM model for object segmentation, GRL
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significantly improved the spatial context comprehension of

the
to

network. This approach enabled the feature extractor
focus more on discriminative regions of the vehicles,

effectively reducing the influence of background noise and
occlusions. Additionally, integrating a memory-bank-based
feature alignment mechanism allowed for the incorporation of

glo

bally relevant knowledge into the learned representations.

These innovations collectively enhanced the performance of

the
mo
Ult

vehicle association system, enabling it to surpass existing
dels by a significant margin on established benchmarks.
imately, this study addressed the key challenges in vehicle

association and demonstrated the potential of tailored, domain-
invariant representation learning strategies to advance city
surveillance and traffic management systems.
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