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ABSTRACT

Infrared and visible images play an important role in transportation systems since they can
monitor traffic conditions around the clock. However, visible images are susceptible to the
imaging environments, and infrared images are not rich enough in detail. The infrared and
visible images fusion techniques can fuse these two different modal images into a single
image with more useful information. In this paper, we propose an effective infrared and vis-
ible images fusion method for traffic systems. The weight maps are measured by utilizing
the sparse coefficients. The next is to decompose the infrared and visible pair into high-fre-
quency layers (HFLs) and low-frequency layers (LFLs). Since the two layers contain different
structures and texture information, to extract the representative component, the guided fil-
ter is utilized to optimize weight maps in accordance with the different characteristic of the
infrared and visible pairs. The final step is to reconstruct the two-scale layers according to
the weight maps. Experimental results demonstrate our method outperforms other popular
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approaches in terms of subjective perception and objective metrics.

Introduction

Infrared and visible images play an important role in
transportation systems (Li, Khoshelham, Sarvi, &
Haghani, 2019). Infrared images are obtained accord-
ing to the thermal radiation emitted from the objects,
and they are less influenced by weather and light con-
dition (Jeon, Lee, & Sohn, 2018). However, the back-
ground information in the infrared image is often
missing. In contrast, visible images contain much
more texture information, while it is very susceptible
to imaging environments and lighting conditions. The
infrared and visible images fusion technology (Dai,
Zhao, & Li, 2018; Ma, Ma, & Li, 2019), as shown in
Figure 1, can fuse infrared and visible images pairs into a
single image. The fused image contains both texture
information from the visible image and thermal radiation
detail from the infrared image. Thus, it is more condu-
cive to human observation and computer analysis.
Depending on the processing domain, the current
major infrared and visible images fusion methods can
be divided into two categories (Zhou & Omar, 2009):
spatial domain methods and transform domain

methods. The spatial domain methods directly fuse
the infrared and visible pair via the fusion rules. The
classical fusion method is to average the infrared
image and the visible image. Regrettably, the fused
images obtained by this method are often unsatisfac-
tory. To address this problem, Li, Kang, and Hu
(2013) guided filter (GF) decomposed the infrared
and visible images pairs into base layers and detail
layers, then fuse them by using the GF. However, the
activity level measurement in Li et al. (2013) is not
accurate enough. Miao and Wang (2005) gauged the
activity level in accordance with the image gradients.
Zhou, Wang, Li, and Dong (2016) combined Gaussian
filter with the bilateral filter to fuse the hybrid multi-
scale decomposed images, while the decomposing pro-
cess will consume much time. Recently, some deep
learning-based image fusion methods were proposed.
Liu, Chen, Peng, and Wang (2017) pioneered the use
of convolutional neural networks for image fusion.
For performance improvement, the Laplacian pyramid
was used for multi-scale decomposition, and the
image self-similarity was used to optimize the network
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Figure 1. Fusion of infrared and visible images for urban traffic systems.

model (Liu, Chen, Cheng, Peng, & Wang, 2018).
Following a different direction, Ma, Yu, Liang, Li, and
Jiang (2018) proposed a “FusionGAN” model for
infrared and visible images fusion based on generative
adversarial network (GAN). Although these spatial
domain methods can achieve good fusion results, they
also cause many negative effects. They result in exces-
sive smooth transitions at the edges, reduced contrast,
and spectral distortion of the image.

For transform domain methods, multi-scale decom-
position (MSD) is a powerful tool that used relatively
broad. This study includes gradient pyramid (GP)
(Petrovic & Xydeas, 2004), Laplacian pyramid (LP)
(Burt & Adelson, 1983), discrete wavelet transform
(DWT) (Li, Manjunath, & Mitra, 1995; Wang, Zhou,
Yang, Liu, & Ren, 2019), dual-tree complex wavelet
transform (DTCWT) (Lewis, O’Callaghan, Nikolov,
Bull, & Canagarajah, 2007), and ratio of low-pass
pyramid (RP) (Toet, 1989). Besides, several geometric
analysis tools were widely deployed for image fusion.
Nencini, Garzelli, Baronti, and Alparone (2007)
employed the curvelet transform (CVT) to fuse the
multi-modal images. Zhang and Guo (2009) decom-
posed the source images by using the nonsubsampled
contourlet transform (NSCT). Sparse representation
(SR) has been commonly employed in machine vision
tasks, such as image super-resolution (Wu et al., 2016;
Yang et al., 2017), face recognition (Wagner et al.,
2012; Wright, Yang, Ganesh, Sastry, & Ma, 2009), and
object detection (Agarwal, Awan, & Roth, 2004;
Agarwal & Roth, 2002). For image fusion (Li, Yang,
Wu, Liu, & Jeon, 2018, 2019; Li, Yin, & Fang, 2013;
Liu, Liu, & Wang, 2015; Nejati, Samavi, & Shirani,
2015; Yang & Li, 2010), the general process is to

calculate the sparse coefficients of the source images,
then to fuse the coefficient via a specific rule. The lat-
ter is to transform the fused coefficients to the result
images. Liu and Wang (2015) trained various diction-
aries, and selected the dictionary adaptively according
to the gradient of the source image. Liu et al. tried to
combine SR and NSCT together with the multi-scale
decomposition in Liu et al. (2015) (NSCT-SR), which
obtains satisfying fusion results. Liu et al. also intro-
duced convolutional sparse representation (CSR) for
image fusion in Liu, Chen, Ward, and Wang (2016).
However, there are still some disadvantages remained.
Since these methods fuse the coefficients in the transform
domain, while a little change in the coefficients may lead
to a great change in the spatial domain. As a result, such
methods suffer from heavy undesirable artifacts.

To address these drawbacks, a novel infrared and
visible images fusion approach is proposed in this
paper. In the proposed method, we first utilize sparse
coefficients to measure the activity level of the source
infrared and visible images pairs. The activity level of
the infrared and visible pair will be regarded as the
weight map. The next is to decompose the infrared
and visible pair into two-scale layers, namely high-fre-
quency layers (HFLs) and low-frequency layers
(LFLs). Because the two types of layers contain differ-
ent structures and texture information, to extract the
representative component, the GF (He, Sun, & Tang,
2010) was exploited to optimize weight maps in
accordance with the different characteristic of the
infrared and visible images pairs. The final step is to
reconstruct the two-scale layers according to the
weight maps. Compared with existing methods, three
improvements can be listed as follows.
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1. Traditional infrared and visible images fusion
methods based on the MSD need to decompose
the source images into more than two layers. This
may cause a huge computational cost. Our
method only needs to decompose the infrared
and visible images pairs into LFL and HFL.
Hence, our method enjoys lower computational
complexity, owing to the fact that it does not
require heavy decomposition scales.

2. The sparse coefficients are utilized to measure the
activity level. This takes full advantage of the
characteristics of the image. It also avoids the
huge negative effects caused by the inaccurate
measurement of activity level, such as ringing
effect, blockiness, and edge blurring.

3. The GF is used to optimize the weight maps for
LFL and HFL, respectively. By doing so, the rep-
resentative information in the infrared and visible
images can be well preserved. Hence, the visual
effect of the fused image can be enhanced.

Related work
Sparse representation

SR has been used in many computer vision tasks,
such as image super-resolution (Yang, Wu, Liu, Chen,
& Zhou, 2018), image fusion (Li, Yang, Wu, Liu, &
Jeon, 2018), and object detection (Zhang, Wang, Xie,
& Li, 2018). It is based on the principle that a single
can be interpreted by an over-complete dictionary and
the corresponding sparse coefficients. Consider a set
of signal Y = {y|,...,yur} € R”M  each signal y; can
be expressed as

min [ly; — Dxill; sty <t1<i<M, (1)

where y; € R", D € R"* is the dictionary with k
atoms, X = {x;} x; € RM is the sparse coefficient,
and t is the number of nonzero elements. The illustra-
tion of SR is given in Figure 2.

Zero value

L 2 Csuo 191}J200 asiedg

Guided filter

GF (He et al., 2010) can extract the information from
the guidance image and merge the information into
the input image. GF functions differently depend on
the input image and the guidance image. On one
hand, it works as an edge-preserving filter when the
guidance image is same as the input image. On the
other hand, GF also merges the structure information
from the guidance image into the input image when
the guidance image and the input image are different.
Figure 3 shows the working principle of the filter-
ing process.

The output of GF is obtained by linear transform
in the local window of the input image. We denote
the guidance image, the input image, and the output
image as G, I, and O, respectively. The output image
O is obtained by the linear transform of G at pixel p,
where p denotes the center of wy. This process formu-
lated by

O; = axG; + b Vi € wy, (2)

where wy is the local window with the size of (2r +
1) x (2r+ 1), O; is the output of wy, and a; and by
are the coefficients, which can be obtained by
minimizing

Eab) = Y (@G-17 +4@t), @)

i€wy

where E(-) denotes the mathematical expectation, A
is the manually set regularization factor, coefficients

ar and by can be obtained by the following linear
regression:

1 _
— Z Gili— 1y Px
|0)| i€wy (4)
aj =
B Or + €
b = Ix—agpy,

where 1y and 0 are the mean and variance of G in
oy, |w| denotes the pixel amount in @y, and Py is
mean of Pi. By solving the (2), O; can be obtained
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0; = a;G; + by. (5)

Finally, O can be calculated by averaging the over-
lapping O;. In this paper, we denote the procedure of
GF as:

0 = GF(I,G,r,e). (6)

Proposed method

To obtain a fused image which preserves the represen-
tative information in the infrared and visible images,
we measure the activity map to obtain an initial
weight map. Then, we use GFs with different parame-
ters to optimize the initial map to generate the opti-
mized weight maps. The optimized weight maps,
namely W* and W", are elaborately designed for the
high frequency layer and low frequency layer. The W"
can fuse the big scale structures and the W'’ can fuse
the texture detail. Finally, by combining the two com-
ponents, the fused image can be obtained. Thus, the
fused image preserves the representative information
from the infrared and visible images.

The proposed method consists of four parts, as
shown in Figure 4: (1) initial weight maps measure-
ment by SR; (2) two-scales decomposition of infrared
and visible; (3) weight maps optimization with the
GF; and (4) two-scales reconstruction of infrared
and visible.

Initial weight maps measurement by SR

The activity level is measured in accordance with the
sparse coefficients, which stand for the characteristic
of the source images. To calculate the over-complete
dictionary, three infrared and visible images pairs are
utilized. A large number of image patches with the
size of n X n are sampled from the training images. By
solving (1), the over-complete dictionary D can be
obtained (See Figure 5). Then, the dictionary D is
employed to calculate the SR coefficients of the input
test infrared and visible images pairs. A sliding

window with the size of nxn is used to sample
patches from the test images pixel by pixel. With dic-
tionary D, these patches can be used to learn the coef-
ficients via solving following formula:

X, = rr)l(in IIXi||, s.t]|Yi=DXj||, <9, (7)

where Y;, (i = 1,2) is the input image patches (i.e.,
infrared image or visible image), X;, (i = 1,2) is the
calculated sparse coefficients, and ¢ is a pre-
defined constant.

Then, we measure the activity level by calculating
the Lo-norm of the sparse coefficients X;, (i = 1,2) as

A= Xilly i=(1,2),j=(1,...,n), (8)

where )A(,-yj denotes the coefficient of iy, source image
with jy, patches, n is the total number of the patches,
and A is the calculated activity map.

The element in A is obtained according to the
corresponding patch from the source image. The
next is to assign each element in A;i=(1,2) to
the corresponding location in the source image to
obtain the score map S;,i = (1,2). The overlapping
element in S will be averaged. This process can be
expressed as

Si=f(A), i=(1,2), 9)

where f(-) is the element reshape function as dis-
cussed above.
The initial weight map is obtained as follows:

_ )1 Si(%,)>8(x,y)
Wi(xy) = {O otherwise. (10)
Since W; and W, are complementary, we have
Wa(x,y) = 1=Wy(x,y). (11)

Two-scale decomposition of infrared and
visible images

In this subsection, we aim to decompose the infrared
and visible source images into HFLs and LFLs. To
achieve this goal, a simple yet effective method is to
use an average filter. The LFLs can be obtained by

LFL;=g(I) i=1,2, (12)

where g(-) denotes the average filtering operation, I
denotes the source images (i.e., infrared image or
visible image), and LFL; is the corresponding LFL
of I,.

Once the LFLs are obtained, the corresponding
HFLs can be easily calculated as follows:

HFL; = ,—LFL;, i=1,2. (13)
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Visible images

Figure 5. Training a dictionary.

By doing so, the infrared and visible images are
decomposed into HFLs which contain big scale struc-
tures, and LFLs which contain small texture details.

Weight maps optimization with the GF

As is shown in Figure 4, the initial weight maps are
noisy, which will produce undesirable artifacts. To
solve this problem, GF is employed to achieve spatial
consistency. We adjust the parameters of the GF to

Trained
dictionary

suit the different conditions of HFLs and LFLs. This
process can be summarized as:

Wi = GE(L;, Wi, r1, €) (14)
WIL = GF(I;, Wi, 12, €2),

where r;,€;, (i = 1,2) are the parameter of GFs, W/,
and W' are the optimized weight maps for HFLs and
LFLs, respectively.

It can be seen in Figure 4, W} mainly aims to fuse the

big scale structures, while W,H focuses on texture detail.
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(a) Ser!
Infrared image

(b) Serl
Visible image

(c) Set2
Infrared image

(d) Ses2
Visible image

(f) Ser3
Visible image

(e) Set3
Infrared image

Figure 6. Three sets of infrared and visible images used to train the dictionary.

Two-scales reconstruction of infrared and visible

This subsection aims to reconstruct the two-scale
images with the optimized weight maps. It can be div-
ided into two steps. First, the LFLs and HFLs are
fused, respectively via solving

2
LFL = wa ® LFL,
= (15)
aTare - H
HFL = Zwi ® LFH;,
i=1
where ® denotes the element-wise multiplication. LFL
and HFL represent the fused low-frequency layer and
high-frequency layer, respectively.
Second, the fusion result F can be obtained by
combining the LFL and HFL, i.e.,

F=LFL + HFL. (16)

Experimental results and analysis
Implementation details

To train the dictionary, we randomly sample 50,000
patches with the size of 8 x 8 from three sets of infra-
red and visible images (See Figure 6). The size of the
dictionary is set to 64 x 256, and the training iteration
is fixed to 100. The nonzero limitation ¢ is set to 5.
The average filter size used to separate LFLs from the
source images are set to 31 x 31 conventionality. The
parameters r; and €; of the GF that used to optimize
the WH are set to 15 and 0.15, respectively. The
parameters 7, and €, of the GF that used to optimize
the W} are set to 7 and le-6, respectively. The param-
eter settings are summarized in Table 1.

The proposed method is compared with some
popular image fusion methods on some classical infra-
red and visible images pairs. The compared methods
include GFF (Li et al., 2013), LP (Burt & Adelson,
1983), RP (Toet, 1989), CVT (Nencini et al., 2007),
NSCT (Zhang & Guo, 2009), SR (Yang & Li, 2010),
NSCT-SR (Liu et al., 2015), ASR (Liu & Wang, 2015),
and CSR (Liu et al, 2016). The parameters of these

Table 1. Parameters setting for the proposed method.

Training a dictionary Refining weight maps

Patch size  Number of patch Dictionary size €€ rn €625
8x8 50,000 64 x 256 15 0.15 7 le-6

methods are set in accordance with the relevant
publication.

We adopt four representative metrics to evaluate
our method: mutual information (MI) (Qu, Zhang, &
Yan, 2002), edge retention Q% (Xydeas & Petrovic,
2000), feature mutual information (FMI) (Haghighat,
Aghagolzadeh, & Seyedarabi, 2011), and the standard
deviation (SD). In more detail, MI measures the infor-
mation from the infrared and visible images pairs that
the fused image contains; Q° measures the gradient
information of the fused image; FMI, a nonreference
metric, aims to measure how much feature informa-
tion the fused image contains; and SD measures the
overall contrast of the fused image.

Subjective evaluation of the methods

Figures 7-10 exhibit the fusion results of four classical
infrared and visible pairs. It can be seen the fusion
results obtained via SR and NSCT-SR suffer from
heavy artifacts. For instance, in Figures 7, 8, and 10,
the fused images contain a large number of halos that
are not part of the infrared and visible images pairs,
which leads to degradation of image quality and ser-
iously affects the visual effect. This is caused by that
simply blending the coefficients, once improperly
selected, can easily cause huge negative effects. As can
be seen from these figures, the fusion results of our
method better maintain the subjects while balanced
the tone. That is because our method uses the sparse
coefficient to mine the internal characteristics of the
image. These MSD based methods, such as NSCT,
CVT, LP, and RP, tend to be too close to a certain
source map in the overall color. For example, the
overall color of Figures 7 and 10 is close to the infra-
red images, which fail to take the advantages of the
rich details in the visible images. Since MSD methods
severely rely on the decomposition level, while
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(a) Infrared image (b) Visible image (e) GFF

(g) NSCT (h) SR (i) NSCT-SR (1) ASR (k) CSR (1) Proposed

Figure 7. Fusion of “Smog” infrared and visible pair.

P, o

(a) Infrared image (b) Visible image

(e) RP () CVT (g) NSCT

” I B VN R e )

A e ! :
(i) NSCT-SR (j) ASR (k) CSR (1) Proposed

Figure 8. Fusion of “Airplane” infrared and visible pair.

(a) Infrared image

(1) Proposed

(g) NSCT (h) SR - (i) NSCT-SR .

(k) CSR

Figure 9. Fusion of “Jungle” infrared and visible pair.

different infrared and visible pairs require different  tone of a certain source image. In addition, the fusion
decomposition levels. Our method effectively avoids  results obtained by ASR and CSR are generally darker
this problem. It can be seen that our method is tone-  as compared with the result of the proposed method,
balanced and is not significantly biased toward the  which is not conducive to human visual observation.
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(a) Infrared image

(b) Visible image

(HCVT

(c) GFF

(g) NSCT

(1) NSCT-SR (j) ASR (k) CSR (1) Proposed

Figure 10. Fusion of “Town” infrared and visible pair.

Table 2. Objective evaluation of the proposed method.

Image Metric GFF LP RP T NSCT SR NSCT-SR ASR CSR Proposed

Smog mi 33223 2.5548 2.5233 24912 2.5044 2.5021 2.2735 2.8996 2.8888 3.5746
Q° 0.5237 0.5169 0.4715 0.4269 0.5087 0.3497 0.4723 0.4209 0.4604 0.5491
FmI 0.4455 0.4104 0.4276 0.3533 0.3969 0.2719 0.3629 0.4056 0.3926 0.4592
sD 40.9726 30.3130 30.6222 29.6668 29.8180 36.1872 41.8924 28.6578 28.5485 45.7470

Airplane mi 2.5503 2.2380 2.2595 2.2532 2.2023 2.0277 2.2201 24782 2.5283 3.1435
Q° 0.5905 0.5482 0.4322 0.4020 0.5288 0.3762 0.5166 0.4903 0.4615 0.6078
FmI 05111 0.4733 0.4260 0.4079 0.4642 0.3163 0.4432 0.4501 0.4202 0.5371
sD 45.1806 32.5639 31.5790 31.1712 32.2404 38.5999 45.8811 31.3379 30.9745 57.2088

Jungle mi 22234 1.0130 0.9983 0.9800 0.9876 1.9830 2.1018 1.0769 1.0805 3.0603
Q° 0.5048 0.4822 0.3725 0.3653 0.4664 0.3694 0.4655 0.4066 0.4453 0.5393
FmI 0.4982 0.4419 0.4125 0.3866 0.4384 0.4039 0.4378 0.4475 0.4442 0.5171
D 33.6538 23.1978 22.3416 20.9122 23.0204 32.2006 37.6797 19.9913 20.1235 36.2073

Town mi 3.4992 1.0970 0.9838 0.9968 1.0424 4.1491 1.5971 1.2775 1.2828 4.2317
Q° 0.3666 0.4348 0.2917 0.3497 0.4280 0.2528 0.3249 0.2856 0.3584 0.3711
FmI 0.4919 0.4055 0.4205 0.3438 0.3892 0.3734 0.3412 0.4323 0.3868 0.5068
D 25.4264 12.7957 133216 12.5999 12.5765 32.5447 29.8037 11.1080 11.1877 31.4116

Note: The best performance is shown in bold and the second best performance is underlined.

Compared to GFF, our method can better express the
subjects, such as the smog in Figure 7, the aircraft in
Figure 8, and the pedestrians in Figure 9. This is because
we use sparse coefficients to measure activity levels,
which is more robust than GFF that simply measures
the saliency maps by investigating spatial characteristics.
Since our method can generate high-quality fusion
results, the superiority is demonstrated subjectively.

Objective evaluation of the methods

To evaluate the effectiveness of the proposed method,
we measure the performance of ten methods in four

metrics, namely MI, QG, FMI, and SD. The results are
shown in Table 2. As can be seen that our method
surpasses all the comparison methods on almost all
metrics, especially in MI and FMI, which stand for
the mutual information and the feature mutual infor-
mation. It can be concluded that our method can
effectively extract the representative informative from
the source infrared and visible pair. Note that
although in the “town” image pairs, our method is
slightly lower in SD than SR method. However, as we
mentioned previously, the SR method causes a lot of
halos in the fused image. Similarly, in the “town”



image, our method is slightly lower in Q° than LP
method. However, the fusion result obtained by the
LP method has a noticeable unbalanced tone, which is
not conducive to human visual perception.

From the experiment results of the above examples,
it is demonstrated that the proposed method can
extract representative information for fusion. The
fusion results are rich in detail and gradient informa-
tion. Thus, the superiority is proved in both subjective
aspect and objective aspect.

Conclusion

In this paper, an effective infrared and visible images
fusion method is proposed. In the proposed method,
the weight map is measured according to the Ly-norm
of the SR coefficients. Then, we use guided filter to
optimize the weight map in accordance with the dif-
ferent characteristic of infrared and visible images.
With the help of the guided filter, we solve two prob-
lems existed in the initial weight map, namely the bin-
ary problem and the inconsistency problem.
Subsequently, the optimized weigh map is employed
to reconstruct the two-scale layers. Finally, the fused
image can be obtained by combining the two-scale
layers. By performing extensive experiments, the
superiority of the proposed method as compared with
other popular approaches is validated.
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