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Abstract— Self-driving technology and safety monitoring
devices in intelligent transportation systems require superb
capacity for context awareness. Accurately inferring the counts of
crowds and vehicles are the two practical and fundamental tasks
in the transportation system. However, the scale variation and
background interference in the traffic image hinder the counting
performance. To solve the aforementioned problems, a scale
region recognition network (SRRNet) is proposed in this paper.
It has two key components, termed scale level awareness (SLA)
module and object region recognition (ORR) module. The SLA
module aims to encode the representations at multiple scales,
which are beneficial to address the scale variation. The ORR
module is designed to suppress background interference through
the visual attention mechanism. Extensive experimental results on
four crowd counting datasets and five vehicle counting datasets
have demonstrated the superiority of the proposed SRRNet
in both counting accuracy and robustness compared with the
mainstream competitors. Meanwhile, substantial ablation studies
have proved the effectiveness of the proposed SLA and ORS
modules.

Index Terms— Intelligent transportation systems, crowd count-
ing, vehicle counting, deep learning.

I. INTRODUCTION

INTELLIGENT transportation system is a substantial com-
ponent of the smart city, and it has been treasured by

academia and industry [1]. Self-driving technology and intelli-
gent monitoring devices, which require extremely high safety
and reliability, are the focus of research [2]. Therefore, before
intelligent transportation technologies are proliferating in soci-
ety, they need the superior capacity to perceive surroundings,
such as the number, location, and flow of objects. Pedestrians
and vehicles are major subjects of interest in the traffic system,

Manuscript received 17 December 2022; revised 30 March 2023 and 25 May
2023; accepted 12 July 2023. Date of publication 25 July 2023; date
of current version 29 November 2023. This work was supported in part
by the National Natural Science Foundation of Shandong Province under
Grant ZR2021QD0410. The Associate Editor for this article was Z. Lv.
(Corresponding authors: Mingliang Gao; Gwanggil Jeon.)

Xiangyu Guo, Mingliang Gao, and Wenzhe Zhai are with the School of
Electrical and Electronic Engineering, Shandong University of Technology,
Zibo 255000, China (e-mail: xiangyvguo@163.com; mlgao@sdut.edu.cn;
wenzhezhai@163.com).

Qilei Li is with the School of Electronic Engineering and Computer
Science, Queen Mary University of London, E1 4NS London, U.K. (e-mail:
q.li@qmul.ac.uk).

Gwanggil Jeon is with the School of Electrical and Electronic Engineering,
Shandong University of Technology, Zibo 255000, China, and also with the
Department of Embedded Systems Engineering, Incheon National University,
Incheon 22012, South Korea (e-mail: ggjeon@gmail.com).

Digital Object Identifier 10.1109/TITS.2023.3296571

Fig. 1. Challenges of scale variation and background interference in crowd
and vehicle scenarios.

and it is a profoundly thought-provoking task to accurately
determine the counts of people and vehicles.

The solutions to the object counting fall into three cat-
egories, i.e., detection-based method [3], regression-based
method [4] and density estimation-based method [5]. The
detection-based methods intend to deploy a tailored detector
to discover an object by marking it with a bounding box.
These methods are suited for a relatively sparse scenario.
Once the scenario becomes congested, the counting results will
get worse dramatically. Therefore, regression-based methods
are brought to strengthen the counting performance in dense
regions. They are intended to develop a counting model, which
is capable to map the representations to the object counts.
However, they always ignore spatial information, which is
valuable for high-level visual tasks [6], such as crowd poses
estimation, crowd anomaly detection and image segmentation.
To this end, the density estimation-based method is present,
which regresses a high-quality density map and then sums
the pixels on the map as the count value. Benefitting from
the strong feature extraction capability of convolution neural
network (CNN), it has made adequate advances in crowd and
vehicle counting tasks [7], [8]. Nevertheless, scale variation
and background interference are two major challenges that
hinder the further improvement of counting performances. The
two challenges in crowd and vehicle counting are depicted in
Fig. 1.
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The problem of scale variation is mainly caused by the
camera perspective distortion. The left column of Fig. 1 shows
the scale variation of head and vehicle in real scenarios
(marked in red boxes). Obviously, the object size closer
to the camera is larger. To overcome this issue, extracting
sufficient multiscale representations is the fundamental and
effective solution. Numerous efforts [5], [9], [10], [11], [12]
are devoted to this aim. Zhang et al. [9] built a simple but
instructive network named MCNN, in which three parallel
branches were built to capture features with different scales.
Although the counting accuracy is not ideal in the current
view, it provides development directions for the following
works. Similar to MCNN, Chen et al. [13] proposed a scale
pyramid module (SPM) to encode multiscale information. The
SPM utilizes four parallel dilated convolution layers to extract
the features and then fuse the features by a concatenation.
Although the multi-column architecture can extract multi-
scale features, it introduces some defects such as a bloated
architecture structure, increasing computation, and redundant
information [6]. To this end, the single-column structure [8],
[10] has drawn more and more attention because it can
compress the width of the network while ensuring the counting
performance. Li et al. [10] discarded the pooling layers and
fully connected layer of VGG-16 and incorporated six dilated
convolution layers to enlarge the receptive fields. Cao et
al. [14] employed Inception structure as the encoder to extract
multiple hierarchy features and leveraged several transposed
convolution layers as the decoder to output the density map.
Specifically, the number of convolution filters is small (16,
32 and 64) compared with the deep network.

The problem of background interference is another
inevitable issue in the domain of object counting in real
scenarios. It could distract the network to identify target
information, which leads to overestimation or underestima-
tion. The right column of Fig. 1 illustrates the background
interference in the crowds and parking lot. It depicts that
the heads and vehicles are sheltered by the flags and plants
(marked in the blue boxes). Visual attention is an effective
way to suppress background disturbance, and it has achieved
successful results in counting tasks [7], [15], [16], [17]. Hu et
al. [18] proposed the channel attention module named squeeze
and excitation (SE) module, which recalibrates the channel
weights to highlight the foreground. Liang et al. [16] further
analyzed the SE module and improved it from the perspective
of denoising. Specifically, it introduces a pair of parameters
to linearly transform the feature in terms of scaling and shift.
Gao et al. [7] introduced a dual attention module for rich
semantic information extraction. Concretely, it consists of a
channel attention unit for semantic segmentation and a spatial
attention unit for encoding long-range dependencies.

In this paper, we propose a Scale Region Recognition
Network (SRRNet) to cope with the problems of scale vari-
ation and background interference simultaneously. It is com-
posed of four components. First, a backbone is used to extract
the low-level features. Subsequently, a scale level aware-
ness (SLA) module is proposed to deal with the scale variation.
The SLA module adopts two pre-activate convolution units
to avoid invalid features, and an hourglass block to capture

multiscale information. Then, an ORR module is designed
to suppress the background interference. It recalibrates the
channel weights adaptively by introducing additional param-
eters, which is helpful to discriminate between foreground
and background. At last, several transposed convolution filters
are leveraged for density map prediction. In a nutshell, the
contributions are three-fold:

1) An SRRNet is built in a divide-and-conquer manner to
address the scale variation and background interference
in inferring the counts of crowds and vehicles in the
intelligent transportation system.

2) An SLA module is designed to capture multiscale
representations so as to alleviate the scale variation.
Meanwhile, an ORR module is proposed to suppress
the background interference by introducing the visual
attention mechanism.

3) Extensive experiments on four crowd counting datasets
and five vehicle counting datasets are conducted to
demonstrate the superiority of the SRRNet. Furthermore,
sufficient ablation studies are carried out to evaluate the
effectiveness of the proposed modules.

The technical roadmap of this paper is organized as follows.
Section I introduces the motivation and contribution. Section II
reviews the works related to object counting. Section III
analyzes the proposed SRRNet in detail. In Section IV, exper-
imental results on object counting datasets are discussed. The
conclusion of the paper is provided in Section V.

II. RELATED WORK

In this section, the methods related to the work are revisited
in a problem-oriented schema. It revolves around two issues
to be solved, i.e., scale variation and background interference.

A. Solutions to Scale Variation

Scale variation is an inherent and thorny challenge in both
crowd and vehicle counting. Fundamentally speaking, the
solution to the problem is to extract multiscale features from
images effectively. Many sophisticated modules or scale fusion
mechanisms are built to meet the requirements [7], [9], [10].

Zhang et al. [9] built a three-column network, each col-
umn utilizing convolution filters with diverse kernel sizes to
capture multiscale features. To boost the counting accuracy of
congested crowd scenarios, Li et al. [10] deployed six dilated
convolution layers as the backend and proposed the congested
scene recognition network (CSRNet). The dilated convolution
layers could enlarge the receptive fields to encode more scale
information. Cao et al. [14] designed a scale aggregation
module to increase the scale diversity of the features. It is
composed of four branches, each of which is responsible to
acquire features with different scales. The proposed module
can enhance the information interaction between columns.
Olmschenk [19] designed some dense blocks and map modules
to build a multiscale upsampling denseblocks network (MUD-
Net). Different from the traditional dense blocks, the proposed
denseBlock is equipped with a transposed convolution layer,
which can guarantee the input and output have the same
resolution. Liu et al. [11] proposed an estimation network to
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Fig. 2. Architecture of the SRRNet for object counting. The convolution layer is represented as ‘Conv-(kernel size)-(output channels)’. ‘Tconv’ denotes the
transposed convolution. ‘⊗’ represents the element-wise multiplication.

improve the generality of different scales. It employs a tailored
Xception as an encoder to extract the basic features. Then,
several dilated convolutions and transposed convolutions are
adopted as an encoder to output the density map. Gao et al. [7]
introduced a scale pyramid module (SPM) to address the
scale variation and small object feature extraction. The SPM
employs four parallel dilated convolution layers with different
dilated rates of 2, 4, 6, and 8, respectively. Dai et al. [20]
devised a dense dilated convolution block (DDCB) to capture
a wide range of scale features. Specifically, the DDCB con-
sists of three dilated convolution layers with the number of
64 convolutions to capture multiscale features, and the dilated
rates are set to 1, 2 and 3, respectively. Sam et al. [12]
proposed a top-down feature modulator (TFM) to encode
multiscale representations. The TFM perceives global context
from a large scale and jointly multiple hierarchies feature
to identify people. Inspired by the above multiscale feature
extraction mechanisms, we put forward an SLA module to
capture features at diverse scales.

B. Solutions to Background Interference

The visual attention mechanism aims to highlight the target
features, which is helpful to mitigate background interference
and focus on the object regions. Many attention mechanisms
are proposed and have been widely used in counting tasks [5],
[15], [21]. Gao et al. [15] designed a channel attention mod-
ule (CAM) to boost the class-specific response. It is effective
to discriminate the crowd region from the background, which
can alleviate the error estimation by misidentifying objects.
Zhu et al. [21] set an attention map path to generate a
probability map, which could represent head probability at
each pixel. Meanwhile, a tailored attention loss was introduced
to supervise the attention map generation. Gao et al. [7]
proposed an attention module to capture context information.
Specifically, a channel attention unit is employed to emphasize
the foreground contexts in dense regions and a spatial attention
unit is introduced to encode the wide range of dependencies.
Liang et al. [16] introduced an attention-based BN to recali-
brate the channel weight through a linear transformation.

Apart from the attention mechanism, many semantic seg-
mentation methods are proposed to alleviate background
interference. For example, Khan et al. [22] built an area
segmentation framework for crowd counting. It consists of a
classification module, a semantic scene segmentation (SSS)
module, and a density estimation module. Specifically, the
SSS module generates a segmentation map to emphasize the
foreground regions. Meng et al. [23] introduced a regular-
ized proxy task based on the binary segmentation map. The

proposed proxy task can guide the network to generate hard
and soft uncertainty maps to suppress background interfer-
ence. Gao et al. [24] proposed a foreground and background
segmentation (FBS) module to discriminate the object region
and background. It is built with several stacked convolution
blocks, which can produce a segmentation map to highlight the
foreground. Liu et al. [25] devised a surrogate task to generate
interrelated segmentation maps to estimate the final density
map. For each segmentation map, the pixel values higher than
the predefined threshold are set to one and otherwise set to
zero.

Unlike the aforementioned methods that provide precious
experience to suppress background interference, we present
an ORR module to address the issue from the perspective of
denoising, which is distinct from most methods in this paper.

III. METHODOLOGY

A. Architecture Overview

The architecture of the proposed SRRNet is depicted in
Fig. 2. First, it adopts a backbone to extract the low-level
features Flow. Then, an ORR module is designed to highlight
the foreground, and an SLA module is proposed to capture the
multiscale representations. Finally, two transposed convolution
layers are utilized as a decoder to predict the density map.

Specifically, the HRNet [26] is employed as the backbone
to generate a feature map 1/4 the size of the input image.
Then, a 3×3 convolution layer is leveraged to compress the
channels to 64, which can relieve the computation burden. The
ORR and SLA modules boost the target features independently
in channel and spatial dimensions. The optimized features
through the modules are multiplied to produce a high-quality
feature map Fhigh . Because the size of Fhigh is only a quarter
of the input image, two transposed convolution layers are
deployed on the backend to upsample the feature map twice
to generate the final prediction.

B. Scale Level Awareness Module

Scale variation is an inescapable problem in object counting.
Extracting sufficient multiscale information extraction is a
fundamental way to address the problem. To this end, an SLA
module is introduced to capture features at multiple scales.
The architecture and the detailed configuration of the SLA
module are shown in Fig. 3 and Table I, respectively.

Given an input I ∈ RC×H×W , two convolution units are
first employed to generate an enhanced feature map M f ∈

RC×H×W . It is helpful to avoid the invalid feature caused
by the zero gradients, so as to boost the stable ability of
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Fig. 3. Architecture of the SLA module.

Fig. 4. Architecture of the ORR module.

the network [27]. Specifically, the convolution unit consists
of a batch normalization, a PReLU activation function, and
a convolution layer. Subsequently, a scale awareness (SA)
unit is deployed to generate a spatial attention map M f ∈

RC×H×W , which contains rich scale information. The SA unit
is composed of an hourglass block for extracting multiscale
features, a convolution layer for channel reduction, and a
Sigmoid function for weight generation. d is the depth of the
hourglass block, and it controls the number of different scale
levels.

C. Object Region Recognition Module

The attention mechanism has been proven as a viable
solution to background interference, which aims to realign
the weights of features to better distinguish the foreground
and background. According to the work [16], a lot of noise
is produced in the process of batch normalization, which is
harmful to the network performance. To alleviate the issue,
we propose an ORR module to distinguish the object region
from the complex background from the perspective of denois-
ing. The architecture of the ORR module is depicted in Fig. 4.

Supposing the feature map be X ∈ RB×C×H×W , where B,
C , H and W denote the batch size, channel, height, and width
of the feature, respectively. On the top branch, a global average
pooling (GAP) operation is first executed to shrink the input
X . The process is formulated as,

GAP(X) =
1

H · W

H∑
h=1

W∑
w=1

X. (1)

Then, a pair of parameters γ ′ and β ′ is introduced to transform
linearly from the perspective of scale and shift. They are
initially set to 0 and −1, respectively. At last, the Sigmoid
function is adopted to generate a set of weight coefficients δ,
which are served for adjusting the scaling of each channel.
It can be defined as,

δ = Sig(γ ′
× GAP(X) + β ′) (2)

To better compensate for the representation, the mean and vari-
ance of each channel are calculated. In particular, a constant
ε = 1e − 5 is added to avoid the variance being zero. Then
a couple of learnable parameters γ and β are introduced to
restore the representation capacity. Finally, the output Y is
generated by:

Y = (
X − µ

σ
) · γ · δ + β, (3)

where µ and σ denote the mean and variance of each channel.

D. Ground Truth Generation

Following the work [28], the focal inverse distance trans-
form (FIDT) map is adopted to generate the ground truth.
It can be decoupled into two stages, i.e., distance transform
map generation and focal function addition. Assuming that
there is annotation at the pixel point (x ′, y′), the distance
transform map is generated by:

Mdt = min
(x ′,y′)∈H

√
(x−x ′)2 + (y−y′)2, (4)

where H denotes a set of head labels. Then, the inverse
function and focal function are adopted to restrict the distance
variations. In a nutshell, the FIDT map is generated by,

M f =

N∑
i=1

1
Pi (x, y)α×Pi (x,y)+β + C

, (5)

where α and β are set to 0.02 and 0.75, respectively. N
represents the number of head annotations. C is set to 1 to
avoid a denominator of zero.

E. Loss Function

The MSE loss is leveraged to train the proposed SRRNet,
which optimizes the model by minimizing the Euclidean
distance between the predicted and ground truth density maps.
It is formulated as follows,

l(θ) =
1
N

N∑
i=1

∥∥∥X Est
i (θ) − X GT

i

∥∥∥2

2
, (6)

where N represents the batch size, and θ denotes the parame-
ters to be trained. X GT

i and X Est
i denote the ground truth and

estimated density map, respectively.

Authorized licensed use limited to: Queen Mary University of London. Downloaded on December 03,2023 at 11:00:40 UTC from IEEE Xplore.  Restrictions apply. 



15924 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 24, NO. 12, DECEMBER 2023

TABLE I
CONFIGURATION OF THE SLA MODULE

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Datasets

Five crowd counting (ShanghaiTech [9], UCF_CC_50 [29],
UCF-QNRF [30], JHU-Crowd++ [31] and NWPU-
Crowd [32]) and five vehicle counting datasets (CARPK [33],
PUCPR+ [33], Large-vehicle [7], Small-vehicle [7] and
TRANCOS [34]) are used to assess the performance of the
SRRNet.

ShanghaiTech [9] contains 1,198 images, which are divided
into two parts, i.e., Part A and Part B based on the density
distributions. The images in Part A are randomly taken from
the Internet, in which the crowd density is relatively high,
while the images in Part B are collected from the street in
Shanghai, exhibiting a low crowd density.

UCF_CC_50 [29] consists of 50 high-resolution gray
images captured in diverse densities and scenarios.

UCF-QNRF [30] is characterized by a broad variety of
backgrounds, diversity of perspectives, and lighting variations.
It comprises 1,535 high-quality images, some of which have
very high resolutions. Therefore, it is necessary to resize the
images during training to avoid out-of-memory.

JHU-Crowd++ [31] is an unconstrained dataset, which is
composed of 4,250 images. Specifically, it has three charac-
teristics, namely sufficient training samples, different weather
conditions, and a series of distractor images.

CARPK [33] is collected by drones from four diverse
parking lots. It has 1,448 images with 89,777 labelled cars.

PUCPR+ [33] includes 125 images captured from the
parking lot under different weather conditions, e.g., rainy,
cloudy and sunny.

Large-vehicle [7] comprises 172 remote sensing images
with an average resolution of 1552×1573. The marked object
is the large vehicle in the image.

Small-vehicle [7] is also a remote sensing counting dataset.
It has 280 high-resolution images with 148,838 small vehicles.
Compared with the Large-vehicle dataset, it has a larger scale
variation.

TRANCOS [34] consists of 1,244 images taken from
congested traffic environments. Each image is provided with
a mask.

B. Implementation Details

All experiments are implemented under the Pytorch toolbox.
For the datasets (CARPK, PUCPR+, Large-vehicle and Small-
vehicle) annotated by the boundary boxes, we take the center
of gravity of them as the central location to generate the
ground truth. To augment the training data, the images are

arbitrarily cropped and mirror-flipped. Specifically, for the
small resolution datasets (ShanghaiTech and TRANCOS), the
crop size is set to 256 × 256, and 512 × 512 for other datasets.
The training batch size is set to 16. Adam optimizer is utilized
to optimize the proposed model. The learning rate is set to
1e-4, and the weight decay is set to 5e-4. To avoid out-of-
memory, we resize the images to make sure the longer side is
less than 2048.

C. Evaluation Protocols

The Mean Absolute Error (MAE) and Root Mean Square
Error (RMSE) are widely leveraged to assess the counting
accuracy and robustness [5], [9], [35]. They are defined as,

M AE =
1
T

T∑
i=1

|Ei − Gi | , (7)

RM SE =

√√√√ 1
T

T∑
i=1

|Ei − Gi |
2, (8)

where T denotes the number of test images, Ei and Gi
represent the estimated value and ground truth of the i-th
image, respectively.

In particular, for the TRANCOS dataset, we adopt the
specific Grid Average Mean Error (GAME) [34], which can
reflect the counting accuracy both in global and local regions.
It is formulated as,

G AM E(L) =
1
N

N∑
n=1

 4L∑
l=1

|Ei − Gi |

 , (9)

where 4L represents the non-overlapping subregions of the
image. In addition, the G AM E is equal to M AE when L is
set as 0.

D. Comparison on Crowd Counting

The comparison results of the proposed SRRNet and other
crowd counting models are reported in Table II. On the Part
A dataset, the SRRNet scores 60.8 and 103.0 in MAE and
RMSE, both outperforming all the competitors. Compared
with the second-best TEDNet [36], it reduces the MAE
and RMSE by 5.3% and 5.6%, respectively. Furthermore,
compared with a multimodel fusion method LSC-CNN [12],
the SRRNet improves the MAE and RMSE by 8.4% and
12.0%, respectively. On the relatively sparse Part B dataset,
the SRRNet achieves the best MAE of 7.4. Meanwhile, the
RMSE is 13.6 which is still competitive. The objective results

Authorized licensed use limited to: Queen Mary University of London. Downloaded on December 03,2023 at 11:00:40 UTC from IEEE Xplore.  Restrictions apply. 



GUO et al.: SRRNet FOR OBJECT COUNTING IN INTELLIGENT TRANSPORTATION SYSTEM 15925

TABLE II
OBJECTIVE COMPARISON RESULTS ON CROWD COUNTING. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

on Part A and B are depicted in Fig. 5. It proves that SRRNet
can adapt to congested and sparse crowd scenarios.

On the extremely dense UCF_CC_50 dataset, the proposed
SRRNet scores 172.9 and 256.3 in MAE and RMSE, which
perform best among the competitors. Compared with the
second-best SFCN [37], the SRRNet significantly improves by
19.3% and 19.5% in MAE and RMSE. The results indicate
that the proposed SRRNet is capable of counting crowds in
high-density scenarios.

On the UCF-QNRF dataset, which is characterized by scale
variation, the proposed SRRNet also exhibits the best results
compared with other models. Compared with MUD-ikNN [19]
which is specific to address the scale variation, the proposed
SRRNet achieves an improvement of 13.9% and 16.2% in
MAE and RMSE, respectively.It proves that the SRRNet is
beneficial to address the scale variation.

On the JHU++ dataset which has various weather scenarios,
the SRRNet scores 62.4 and 254.6 in MAE and RMSE
which are the best results. Compared with CG-DRCN [31],
the SRRNet exhibits a 5.6% and 8.6% reduction in MAE
and RMSE, respectively. Notably, CG-DRCN is also built to
remedy background interference. The results verify that the
SRRNet is helpful to suppress the side effect of background
noise. The subjective results on the datasets are shown in
Fig. 5. It can be observed that the estimated density maps
and counting numbers are very close to the ground truth.

E. Comparison on Vehicle Counting

The comparison results of the vehicle counting methods are
reported in Table III, IV and V.

As shown in Table III, the proposed SRRNet outper-
forms the mainstream methods on the CARPK and PUCPR+
datasets. Among them, the first six rows are detection-based
methods, and they are inferior to the proposed SRRNet.
The One-Look Regression [42] is a regression-based method,

Fig. 5. Subjective results on crowd counting datasets. ‘GT’ and ‘Est’ indicate
the ground truth and estimated value.

which is also unsatisfactory. Compared with the other den-
sity estimation-based methods, i.e., MCNN [9], SFANet [10]
and BL [8], the SRRNet exhibits the best performance in
counting accuracy and robust. Specifically, compared with
the second-best method BL [8] on the CARPK dataset, the
SRRNet improves the MAE and RMSR by 11.3% and 3.5%,
respectively. Furthermore, on the PUCPR+ dataset, the SRR-
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TABLE III
OBJECTIVE EXPERIMENTAL RESULTS ON THE CARPK AND PUCPR+

DATASETS. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

Fig. 6. Subjective results on CARPK and PUCPR+ datasets.

Net has a 68.8% and 65.7% significant margin with BL [8]
in MAE and RMSE. It is worth noting that the PUCPR+
dataset has three different weather conditions (sunny, rainy
and cloudy), the results prove that the SRRNet can deal with
complex scenes with various challenging weather conditions.
Some subjective results on CARPK and PUCPR+ datasets are
shown in Fig. 6. It can be observed that the estimated value
is very close to the ground truth.

As shown in Table IV, on the Large-vehicle and Small-
vehicle datasets, the SRRNet still performs best in MAE.
The ASPDN [7] which is also specific to solving the prob-
lems of scale variation and background disturbances performs
best in RMSE in the Large-vehicle dataset. Compared with
ASPDN, the SRRNet achieves the second-best results, but
the difference is only 0.6%. On the Small-vehicle dataset,
it can be seen that the SRRNet improves significantly in MAE
and RMSE. Specifically, compared with the SPN [47], the
SRRNet improves the MAE and RMSE by 73.0% and 66.5%,
respectively. The results also demonstrate that the SRRNet
is suitable for small object counting, since the vehicles in
the remote sensing images present tiny sizes. The subjective
results illustrated in Fig. 7 further prove the effectiveness of
the proposed SRRNet in density estimation and counting.

The objective comparison results on the TRANCOS datasets
are shown in Table V. One can see that the SRRNet performs
best across all the other methods in GAME(0), GAME(1),
GAME(2) and GAME(3). It indicates that the SRRNet can
not only have a satisfactory global counting performance,

Fig. 7. Subjective results on Large-vehicle and Small-vehicle datasets.

TABLE IV
OBJECTIVE EXPERIMENTAL RESULTS ON THE LARGE-VEHICLE AND

SMALL-VEHICLE DATASETS. THE BEST RESULTS ARE HIGHLIGHTED
IN BOLD

TABLE V
OBJECTIVE EXPERIMENTAL RESULTS ON THE TRANCOS DATASETS. THE

BEST RESULTS ARE HIGHLIGHTED IN BOLD

but also an ideal local counting performance. To be specific,
the first three rows are the detection-based methods and the
performance is generally unsatisfactory. Compared with the
LSC-CNN [12], the SRRNet improves by 15.4% in GAME(0).
Some subjective results on TRANCOS dataset are shown in
Fig. 8.

F. Ablation Studies

1) Ablation Studies on the Proposed Modules: To assess the
effectiveness of the proposed SLA and ORR modules, a set
of ablation studies is carried out. The experimental results are
listed in Table VI.
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Fig. 8. Subjective results on TRANCOS datasets.

TABLE VI
OBJECTIVE ABLATION STUDIES ON THE PROPOSED SLA AND ORR MOD-

ULES. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

Fig. 9. Subjective results of different models on a representative sample
from ShanghaiA datasets.

The ‘Baseline’ denotes the model with the basic backbone
and backend. It obtains the worst MAE and RMSE with
64.5 and 119.0, respectively. When the SLA module is added
to the baseline, the MAE and RMSE improve by 3.7% and
6.3%, respectively. Meanwhile, when the ORR module is
incorporated into the baseline, it achieves an improvement by
1.2% and 3.9% reduction in MAE and RMSE, respectively.
Finally, when the SLA and ORR modules are introduced to the
baseline simultaneously, it achieves the best MAE and RMSE
with 60.8 and 103, respectively. Fig. 9 provides the subjective
results of different configurations on a representative sample.
The given image depicts a street scenario with scale variation.
Comparative results prove that both the ORR module and
SLA module are helpful to boost the counting performance,
as shown in highlighted in the red and yellow boxes. The final
SRRNet equipped with these two modules achieves the best
performance.

TABLE VII
OBJECTIVE ABLATION STUDIES ON THE DIFFERENT DEPTHS. THE BEST

RESULTS ARE HIGHLIGHTED IN BOLD

2) Ablation Studies on the Depth d: To further explore the
effect of the depth d of the hourglass block in the SLA module,
we execute an ablation experiment on Shanghai Part A dataset.
The results are reported in Table VII.

It proves that all the hourglass blocks of different depths are
useful to improve the counting performance. Specifically, the
SRRNet with d = 1 obtains a relatively lower improvement
compared with the other three models, because the hourglass
block cannot extract multiscale information. Meanwhile, when
d = 3 and d = 4, the counting performance achieves certain
improvements. On the contrary, the SRRNet equipped with
d = 2 achieves the best results with the best MAE and RMSE.

V. CONCLUSION

In this work, we propose an SRRNet to address the issues
of scale variation and background interference for crowd
and vehicle counting in the intelligent transportation system.
The proposed SRRNet consists of a backbone for low-level
feature extraction, an SLA module to capture the multiscale
information, an ORR module to suppress the background
interference, and a decoder for density map prediction. Exper-
imental results on four public crowd counting datasets and five
vehicle counting datasets have demonstrated the superiority of
the SRRNet in terms of subjective and objective evaluation.
Ablation studies are carried out to prove the effectiveness of
the components.
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