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Abstract

®

CrossMark

Vehicle counting is crucial for effective road planning and traffic management. Despite
significant advancements that have been achieved with the development of deep learning
technology, current counting models rely on large-scale parameters and substantial
computational resources, which limits their practical application. Additionally, these methods
are typically trained on large centralized datasets, which may result in inefficiencies for

resource-constrained devices. Furthermore, inadequate privacy protection poses potential risks
of personal information leakage. To address these issues, we introduce a lightweight counting
network, privacy-aware aggregation network (PANet) for real-world application in this paper. In
PANet, a pyramid feature enhancement module is built to aggregate multi-scale information and
enhance key representation, while also optimizing the channel-wise output of the model to
reduce computational complexity. Furthermore, a federated learning framework is implemented
to distribute the computational load and safeguard user privacy. Experimental results on a wide
range of counting benchmarks demonstrate the superior efficiency and accuracy of PANet. The

code is available at https://github.com/sdut-jacheng/PANet.
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1. Introduction

Vehicle counting is a crucial task in contemporary traffic man-
agement and urban planning. It aims at inferencing the num-
ber of vehicles in static images or videos. With the progress in
deep learning technologies, research on vehicle counting has
garnered increased attention from scholars and the accuracy of
vehicle counting has markedly improved [1]. In particular, the
use of convolutional neural networks (CNNs) for object detec-
tion and recognition has led to unprecedented advancements in
vehicle counting [2, 3].

Although these methods have shown notable performance
improvements, there are still some unresolved technical issues.
The first issue is the contradiction between calculation amount
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and calculation accuracy. Figure 1 illustrates a comparison
of parameters and counting accuracy for several state-of-the-
art (SOTA) methods on the PUCPR+ dataset [4]. The results
shown in figure 1 reveal a common trend that models with
higher prediction accuracy generally consists of more para-
meters. Specifically, these models often require substantial
computational resources, especially on resource-constrained
edge devices [5]. Thus, the key challenge in vehicle count-
ing is how to reduce model complexity while maintaining high
accuracy [6].

The second issue in vehicle counting tasks is scale vari-
ation, where the size of vehicles in the same scene changes
significantly due to factors such as camera angle, height, and
traffic density [13]. This problem of scale variation decreases
the accuracy and robustness of vehicle detection and count-
ing, especially in high-density and complex traffic environ-
ments. To overcome this challenge, various solutions have
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Figure 1. Comparison of the number of parameters and accuracy within the SOTA counting models on the PUCPR+ dataset. A lower mean
absolute error (MAE) indicates a higher counting accuracy, and a larger number of parameters reflects a heavier network. These SOTA
models include: MCNN [7], CSRNet [8], RAQNet [9], SRRNet [3], GGANet [10], FPANet [11], SSFPNet [12]. The proposed approach

ensures high counting precision with a minimal number of parameters.

been proposed. These solutions mainly include pyramid net-
work structures and multi-scale feature fusion. For example,
Zhai et al [11] proposed a crowd counting model termed
feature pyramid attention network (FPANet). They built a
multi-scale aggregation module to aggregate information from
different scales to address the problem of scale variation.
Chen et al [12] proposed a selective spatial frequency pyramid
network (SSFPNet) in which a hybrid feature pyramid module
is developed to aggregate multi-scale information.

The third issue is data privacy and security. Conventional
centralized training often necessitates centralizing all data
on a server for processing. This process requires signific-
ant computational power and raises concerns about poten-
tial data leakage. To overcome this issue, decentralized learn-
ing has become a promising solution. Federated learning is
a widely used decentralized learning technique [14—16]. It
trains models across multiple clients and aggregates their
updates. It helps to prevent data leakage while alleviating the
computational pressure on individual clients. In this regard,
Chen et al [15] proposed a federated learning-based network
termed DLPTNet, which achieves accurate crowd counting
while ensuring user privacy. Pang et al [17] developed a hori-
zontal federated learning framework. The framework updates
the global model by aggregating parameters from local mod-
els. It does not require sharing local data, which ensures data
privacy. However, federated learning requires frequent trans-
mission of model parameters among clients and the central
server. The size of the model directly affects communica-
tion overhead. Lightweight networks can reduce the volume
of packages transmitted, which increases communication effi-
ciency and overall performance.

Based on the aforementioned background, we propose a
privacy-aware aggregation network (PANet). It employs a
meticulously designed pyramid feature enhancement (PFE)

module to deal with the problem of scale variation while redu-
cing the computational load. Moreover, it combines a feder-
ated learning framework to achieve balanced computational
loads while ensuring data privacy. Meanwhile, the proposed
lightweight PANet reduces communication overhead in feder-
ated learning by limiting the number of transmitted paramet-
ers. Overall, the contributions of this work are summarized as
follows.

(1) We present PANet, a lightweight network to improve
vehicle counting accuracy with fewer parameters.
Specifically, it contains a well-designed PFE module to
capture multi-scale vehicle features, which is beneficial
for addressing scale variation.

(ii) We employ a federated learning framework, which
addresses the issue of high computational pressure on
single clients while upholding data privacy. Furthermore,
it mitigates the forgetting effect during client-side
updates, which enables efficient and accurate vehicle
counting.

(i) We perform extensive experiments on five vehicle bench-
mark datasets to showcase the superior accuracy and
robustness of the proposed PANet. More importantly,
the model achieves high performance with a much smal-
ler number of parameters and floating-point operations
(FLOPs).

2. Related work

2.1. Vehicle counting

In recent years, deploying surveillance cameras in urban set-
tings has significantly enhanced the application of vision-
based techniques for assessing traffic density [1]. These
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techniques are typically divided into two principal categor-
ies. The first includes traditional methods that rely on frames-
based method [18, 19], detection-based method [20, 21], and
motion-based method [22]. These methods often face perform-
ance issues in urban surveillance due to the impact of per-
spective shifts and uneven density distribution. The second
category comprises methods that use CNN models to gen-
erate vehicle density maps, which are then used to analyze
traffic flow. Yi et al [23] developed a multi-scale feature
fusion network. It employs a series of channel-space attention
mechanisms, multi-scale context fusion modules, and count-
scale pooling modules to boost feature extraction and identify
subtle features in target objects. Zhai et al [9] proposed
a region-aware quantum network, which employs cascaded
object region awareness modules to extract local informa-
tion and quantum-driven calibration modules to capture global
information. This design effectively mitigates background
interference and significantly improves counting accuracy.
Guo et al [3] developed the scale region recognition network,
which incorporates scale-aware perception and object region
recognition modules. By encoding features at multiple scales
and minimizing background noise, it enhances the accuracy
of counting. Chen et al [12] proposed a SSFPNet. It integ-
rates pyramid attention and hybrid feature pyramid modules
to gather multi-scale information, and precisely extract object
region features.

2.2. Federated learning

Federated learning involves training distributed models across
multiple local data sources to achieve data-distributed learn-
ing. This approach provides a robust solution for mitigat-
ing data privacy and security issues [24]. Arapakis et al [25]
proposed P4L, a method for enhancing privacy protection.
It utilizes a privacy-preserving peer-to-peer (P2P) learning
framework across different devices and employs partial homo-
morphic encryption to ensure the confidentiality of shared
gradients. Zhou et al [26] designed a privacy-aware asyn-
chronous federated learning framework based on P2P. This
framework develops a communication mechanism based on
secret sharing to secure the encrypted P2P FL process and
introduces a Gaussian mechanism to ensure the anonymity of
local model updates. Nevertheless, due to communication effi-
ciency, the frequent exchange of model updates or paramet-
ers between clients and the central server or other clients can
impact overall model performance. To reduce communication
overhead while preserving privacy, this issue has become a
key research focus in federated learning in recent years [27].
Wang et al [28] proposed a communication-efficient adaptive
federated learning technique. It prioritizes compressing one-
way communication from clients to the central server, which
reduces communication overhead. Wang et al [29] developed
an efficient asynchronous federated learning approach. It
allows edge nodes to select and update parts of the model from
the cloud based on local data distribution. This technique sig-
nificantly decreases both computational and communication
loads, which improves the efficiency of federated learning.

2.3. Lightweight network

To streamline networks and enhance computational efficiency,
lightweight network models have received extensive atten-
tion in the research community [30]. Howard et al [31] pro-
posed MobileNet, which reduces model parameters by using
depthwise separable convolutions instead of standard convo-
lutions. Zhang et al [32] developed ShuffleNet, which employs
group convolutions to minimize parameter count and chan-
nel shuffling to facilitate information exchange between dif-
ferent groups. Han et al [33] designed GhostNet, which
identifies redundant feature maps extracted by convolutions
and developed the Ghost module to reduce feature redund-
ancy. Tang et al [34] proposed GhostNetV2, which enhances
GhostNet by incorporating hardware-friendly attention into
convolutions to improve the effectiveness of inexpensive oper-
ations. This approach boosts network performance and main-
tains its lightweight characteristics.

3. Methodology

3.1. Overall framework

As illustrated in figure 2, the proposed network consists of
three main components: an encoder, a PFE module, and a
decoder. The encoder uses OSNet [35] for feature extrac-
tion, the PFE module captures multi-scale information and
enhances key features, and the decoder uses several transposed
convolutions to upsample the density map to match the input
dimensions.

3.2. PFE module

To capture multi-scale features and precisely extract vehicle
information, we designed the PFE module, as depicted in
figure 2. It comprises two main components: the multi-
scale feature perception (MFP) unit and the feature enhance-
ment (FE) unit, which collaboratively enhance the counting
capabilities of the network.

For the input feature X € RE*#*W it is initially distributed
across j distinct branches. In each branch, depth-wise separ-
able dilated convolutions (DSDConvs) with different dilation
rates (rate = 1,2,..., p) are applied to broaden the receptive field
without the additional computational cost, which enhances
the capture of extensive contextual information. After the
DSDConvs, each output feature map is processed through a
33 convolution to refine the features. These processed fea-
ture maps are combined with the next branch using element-
wise addition to promote information fusion among features.
Ultimately, the feature maps from all branches are merged into
a unified multi-scale feature map X through concatenation.
This process is formulated as,

Y = DSDConv,, (X) ,k = 1 (1)
Y, = DSDConv,, (X 4+ Conv2d(Y,—_1)),
i€{2,...p},ke{2,....j} 2)

X =Concat (Y1,Y>,...,Y)), 3)



Meas. Sci. Technol. 36 (2025) 026213

J-A Cheng et al

DSDConv
rate = 1

lConde =

Concat

DSDConv
rate =2

DSDConv
rate = p

MEP unit

Conv2d

Encoder

Input image

@Elemem—wise addition

DSDConv Depth-wise Separable Dilated Convolution

Figure 2. The pipeline of the

where DSDConvr; represents DSDConvs with varying dila-
tion rates, Conv2d signifies a 3x3 convolution, and Y is
defined as the kth branch.

The output feature map A&} from the multi-feature resol-
ution unit is directed into two distinct processing branches
in the FE unit. On the one hand, &) is processed through
average pooling to minimize dimensions and abstract basic
information, then further refined through a 3x3 convolution
layer. After that, a Sigmoid function is used to distill high-
level information. On the other hand, the feature map is com-
pressed through a 1 x 1 convolution to simplify its complexity.
The compressed features are then refined through group-wise
and point-wise convolutions and combined using element-
wise addition. Finally, the feature maps from both branches
are multiplied element-wise to produce an enhanced output
feature map X'’. This process is formulated as,

X, = Sigmoid (Conv2d (AvgPool (X}))), 4)
X3 = Concat (GWConv (Conv2d (X)),

PWConv (Conv2d (X}))), )
X=X, 6)

where GWConv refers to group-wise convolution. PWConv
stands for point-wise convolution. (X) represents element-wise
multiplication.

3.3. Federated learning framework

In light of the need to manage distributed computing resources
efficiently while safeguarding data privacy, this paper intro-
duces a federated learning framework to balance the compu-
tational load. The framework leverages local data from vari-
ous contributors to train machine learning models, with the
updated local models being centrally aggregated without shar-
ing the original datasets. This approach significantly reduces
global loss and ensures satisfactory performance on particip-
ating devices.

As shown in figure 3, the federated learning process starts
with downloading the initial global model from the central
server to local devices. Subsequently, each client updates this
model using their respective local data. A proximal term is
incorporated into each client’s objective function during the
update process to address data heterogeneity and reduce local
model bias. This proximal term ensures that local updates align

Pyramid Feature Enhancement module

GWConv Group-wise convolution

Angool——Conde—-&gmmd X,
GWConV

(,onde
PWConv

FE unit
Decoder

Density map

® Element-wise multiplication

PWConv Point-wise convolution

PANet for vehicle counting.

closely with the initial model. This process is formulated as
follows,

0 =0 —n (Vo L(0)) + 1 (0/—6y)), )

where 6! indicates the local model parameters during the rth
iteration, and 6/"' indicates the parameters in the (74 1)th
iteration. The gradient of the loss function with respect to the
local model parameters at the tth iteration is represented by
Vg, L£(6}). The term p(0! — 6,) represents the proximal term
gradient at the rth iteration.

The updated local model parameters are then uploaded to
the central server. Finally, to create the global model, the cent-
ral server aggregates the weights submitted by each client and
applies an arithmetic averaging method. It is formulated as,

1 n
ngobal = ; § Wclient,-a

i=1

®)

where Wgoba denotes the aggregate global weight of the
PANet, and Wjien, signifies the local weight for each cli-
ent. This method enhances computational efficiency through
parallel computing. It alleviates the computational burden
on individual clients and significantly reduces training time.
Additionally, the design addresses potential privacy breaches
associated with data sharing in traditional machine learning
and reduces the reliance of the model on a single data source,
which improves model generalization.

3.4. Ground truth (GT) generation

The density map is generated using the method of focal inverse
distance transform map [36]. It is formulated as,

1

Fo = ! ’
g P(x,y)axP(x,))vLB_i_C

€))

where a and 3 are defined as 0.02 and 0.75 based on previ-
ous approaches [3, 15]. A constant C =1 is utilized to avert
division by zero errors, and P(x,y) quantifies the Euclidean
distance between a pixel at coordinates (x,y) and the closest
annotated head location (x/,y/).
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Figure 3. The overview of the federated learning framework.

3.5. Loss function

The Euclidean loss is adopted to measure the pixel-wise dif-
ference between the predicted map and the GT. It is formulated
as,

K
1 2
loss = X E_l |F (L) — Gill5

(10)

where K represents the batch size, and F(I;) denotes the pre-
dicted density map. G; denotes the associated density map of
the GT.

4. Experimental results and analysis

4.1. Datasets

In this paper, we evaluated the proposed methods on seven
benchmarks to comprehensively demonstrate the effectiveness
over the existing SOTA methods. The benchmarks include:

CARPK dataset [4] consists of 1448 drone-view images from
four different parking lots, with a total of 89 777 annotations.
It is divided into 989 images for training and 459 images for
testing.

PUCPR-+ dataset [4] is an extensive resource for vehicle
counting that includes various weather conditions. It contains
125 images with a total of 16456 annotations. Among these,
100 images are used for training, and 25 are reserved for
testing.

Large-vehicle dataset [37] contains 172 remote sensing
images, each with an average resolution of 1552 x 1573 pixels.
The primary focus of the annotations is on large vehicles
within these images.

Small-vehicle dataset [37] is another remote sensing vehicle
counting dataset. It comprises 280 high-resolution images with

a total of 148838 small vehicles. Compared to the Large-
vehicle dataset, it shows greater scale variation.

TRANCOS dataset [38] contains 1244 images from conges-
ted traffic environments, each accompanied by a mask.

ShanghaiTech Part A [7] dataset comprises 300 training
images and 182 testing images. These images are sourced from
the internet and display a relatively dense crowd distribution.

UCF_CC_50 [39] dataset comprises 50 images with diverse
resolutions, each averaging 1280 individuals. In total, 63 075
individuals are annotated, with the number of individuals per
image varying from 94 to 4543, which indicates substantial
variations among the images. The statistics of these datasets is
shown in table 1.

4.2. Implementation details

We use OSNet [35] as the backbone, which employs a light-
weight structure and has effective feature extraction capab-
ilities. During the training stage, the samples are randomly
cropped to a size of 256 x 256 and horizontally flipped for
data augmentation. The batch size and the number of epochs
are set to 8 and 3000, respectively. The Adam algorithm [40]
is employed for optimization, with a learning rate of le-4 and
a weight decay of 5Se-4. To assess efficiency, the input size
is configured to 576 %768, without involving specific data-
sets. To ensure a fair comparison, all the parameters and the
architectures of the comparison methods are obtained from the
authors’ publicly available codes. All the experiments are con-
ducted on the same hardware with PyTorch [41] on an RTX
3090 GPU.

4.3. Evaluation metrics

The mean absolute error (MAE) and root mean squared
error (RMSE) are employed to assess the precision and sta-
bility of the counting task. They are defined as,
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Table 1. Statistics of the benchmarking datasets.

Dataset # Images Train Val Test Average resolution Min Max Avg Total

CARPK [4] 1448 989 — 459 720 x 1280 — — — 89777
PUCPR+ [4] 125 100 — 25 720 x 1280 — — — 16456
Large-vehicle [37] 172 108 — 64 1552 x 1573 — — — 16456
Small-vehicle [37] 280 222 — 58 2473 x 2339 — — — 16456
TRANCOS [38] 1244 403 420 421 — — — — 46796
Part A [7] 482 300 — 182 589 x 868 33 3139 501 241677
UCF_CC_50 [39] 50 40 — 10 — 94 4543 1280 63705

Table 2. Comparison of different methods in efficiency.

Methods Params (M)| FLOPs (G)] Time (ms) FPS?T
CSRNet [8] 16.26 182.69 15.07 66.35
CAN [42] 18.10 193.65 17.80 56.17
SASNet [43] 38.90 393.20 45.94 21.77
BL [44] 21.50 182.19 15.69 63.75
SRRNet [3] 66.14 162.09 37.07 26.93
RAQNet [9] 28.30 250.80 35.20 28.30
PANet (Ours) 4.61 27.36 11.03 90.64

1 N
MAE=N§;|si—si\, (11

i=

1 N
A N2

ODICERI (12)

where N represents the total image count, s; is the GT count,
and s; is the predicted value for the i-th image.

4.4. Efficiency evaluation

To validate the efficiency of the proposed PANet, a comparat-
ive analysis is conducted against the SOTA methods. The per-
formance of PANet was assessed by analyzing the paramet-
ers, FLOPs, inference time, and frames per second (FPS) of
the model. The experimental results are presented in table 2.
Considering that some lightweight networks have no public
code, we were unable to conduct a detailed analysis of their
FLOPs, FPS, and inference time on a unified experimental
platform. Therefore, we compared the number of parameters
and the counting accuracy on the ShanghaiTech Part A dataset.
The experimental results are shown in table 3.

Compared to the SOTA methods listed in table 2, PANet
has the fewest parameters at 4.61 M and requires only 27.36G
FLOPs. This indicates that PANet is more compact and
easier to deploy in the real world with limited resources.
Additionally, PANet achieves the fastest inference time of
11.03 ms and the highest FPS of 90.64. This shows the super-
ior speed and capability of PANet for real-time processing.

The comparison results between the proposed PANet and
other lightweight networks in terms of Params, MAE, and
RMSE are shown in table 3. It indicates that the MoibleCount
has the minimum number of parameters (3.4 M), but the accur-
acy is the worst. The proposed PANet has 4.61 M parameters

Table 3. Comparison of different lightweight methods in Params
and counting accuracy. The best results are presented in bold.

Methods Params (M)J MAE| RMSE|]
MobileCount [45] 3.40 89.4 146.0
Repmobilenet [46] 341 84.2 127.5
LMSFFNet [23] 4.58 85.9 139.9
ACSCEP [47] 5.10 75.7 102.7
MDCount [48] 5.33 84.2 130.7
FPANet [11] 7.80 70.9 120.6
PSCC+DCL [49] 8.96 65.0 108.0
PANet (Ours) 4.61 58.42 91.7

Table 4. Comparison of different methods on CATRK and
PUCPR+ datasets. Results are shown in bold for the best
performance and underlined for the second-best.

CARPK PUCPR+

Method MAE RMSE MAE RMSE
YOLO [50] 102.89  110.02 156.72  200.54
Faster-RCNN [51] 103.48 110.64 156.76  200.59
SSD [52] 37.33 42.32  119.24 132.22
LEP [53] 51.83 — 15.70 —

One-look regression [54] 59.46 66.84 21.88 36.73
LPN [55] 23.80 36.79 22.76 34.46
RetinaNet [56] 16.62 22.30 24.58 33.12
MCNN [7] 39.10 43.30 21.86 29.53
CSRNet [8] 11.48 13.32 8.65 29.53
SRRNet [3] 8.50 10.98 2.04 2.79
RAQNet [9] 5.38 7.83 1.71 2.54
PANet (Ours) 5.94 8.23 1.46 2.03

which ranks in the mid-range in terms of parameters among
the compared methods. However, PANet achieves the best
performance in accuracy, with 58.42 and 91.7 in MAE and
RMSE, respectively.

4.5. Performance evaluation

4.5.1. Comparison on vehicle counting. =~ The experimental
results on the CARPK and PUCPR+ datasets are shown in
table 4. On the CARPK dataset, the proposed PANet achieved
an MAE of 6.25 and an RMSE of 8.58, which both ranked
second. Compared to the top-performing RAQNet [9], PANet
shows an increase in MAE and RMSE by 9.4% and 4.9%,
respectively. Nevertheless, PANet reduces the parameter count
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by 83.7%, which significantly reduces model complexity with
only a slight decrease in accuracy. Unlike RAQNet [9], which
primarily focuses on addressing background interference,
PANet leverages efficient MFP unit and FE unit to capture
multi-scale features and precisely extract vehicle information.

On the PUCPR+ dataset, PANet achieved an MAE of 1.46
and an RMSE of 2.03, the best among all methods. Compared
to the third-placed SRRNet [3], PANet shows a 28.4% and
27.2% improvement in MAE and RMSE, respectively, while
reducing the parameter count by 93%. The results indicate that
the proposed PANet achieves superior efficiency and precision
in multi-scale information extraction compared to SRRNet [3],
which also focuses on scale variation challenges. By lever-
aging the PFE module to optimize the representation and
integration of multi-scale features, PANet can alleviate the
effect of scale variations. This improvement further validates
its practicality and robustness in complex scenarios.

The results of the experiments on the large-vehicle and
small-vehicle datasets are presented in table 5. For the small-
vehicle dataset, the proposed PANet achieved the lowest MAE
of 118.76 and the second-lowest RMSE of 424.57. Compared
to ASPDNet [37], PANet improved MAE and RMSE by
72.6% and 65.7%, respectively. The results show that the
proposed PANet achieves notable performance improvements
compared to ASPDNet [37], which also addresses multi-scale
challenges in remote sensing tasks. Through the incorporation
of the PFE module, PANet can capture diverse scale features
of vehicles in remote sensing data. Furthermore, the integra-
tion of global and local features enhances the discrimination
of feature representations. On the large-vehicle dataset, PANet
achieved the best performance in both MAE and RMSE,
with scores of 15.66 and 31.13, respectively. Compared to
SANet [57] which also addresses scale variation problems,
PANet improved MAE by 75.06% and RMSE by 60.92%.
SANet [57] relies on fixed convolutional kernels for multi-
scale feature extraction and employs a relatively simple feature
fusion strategy, which limits its ability to handle the diverse
and variable scales of targets in complex scenarios. In con-
trast, PANet incorporates the PFE module, which substan-
tially enhances multi-scale feature extraction and represent-
ation. Specifically, the MFP unit employs adjustable dilated
convolutions to flexibly capture multi-scale information, while
the FE unit integrates global and local features for deeper fea-
ture fusion. This approach enables PANet to focus more on
variable targets.

In addition, validation experiments were conducted on the
Trancos dataset, as shown in table 6. Although the MAE of
PANet was 23% higher than SRRNet, it achieved a 93% reduc-
tion in parameters. Compared to other SOTA methods, PANet
improved the counting accuracy. It highlights the effectiveness
of the proposed PFE module in aggregating multi-scale fea-
tures and enhancing key representations. It helps the model to
better cope with traffic congestion in diverse environments and
adapt to varying lighting conditions and crowd densities.

Figure 4 illustrates the qualitative results across five vehicle
datasets, including CARPK, PUCPR+, Small vehicle, Large
vehicle, and TRANCOS. The predicted counts (Est) align
closely with the GT in all scenarios. This demonstrates the

Table 5. Comparison of different methods on small and large
vehicle datasets. The best results are presented in bold, while the
second-best results are highlighted in underline.

Small vehicle Large vehicle

Method MAE RMSE MAE RMSE
MCNN [7] 488.65 1317.44 36.56 55.55
CSRNet [8] 443 .81 1252.22 34.10 46.42
SCAR [58] 497.22 1276.65 62.78 79.46
ASPDNet [37] 433.23 1238.61 31.76 40.14
SFCN [59] 440.70 1248.27 33.93 49.74
SFANet [60] 435.29 1284.15 29.04 47.01
CMTL [61] 490.53 1321.11 61.02 78.25
CAN [42] 457.36 1260.39 34.56 49.63
SPN [62] 445.16 1252.92 36.21 50.56
SANet [57] 497.22 1276.66 62.78 79.65
SRRNet [3] 122.79 419.65 18.25 31.24
PANet (Ours) 118.76 424.57 15.66 3113

Table 6. Comparison of different methods on TRANCOS vehicle
dataset. Bold indicates the best results, and underlined highlights
the second-best results.

Methods MAE
SANet [63] 17.77
Lempitsky et al [64] 13.76
Guerrero-Gomez-Olmedo et al [38] 13.29
CCNN [65] 10.99
Zhang et al [66] 5.31
SRRNet [3] 3.89
PANet (Ours) 5.05

robustness and adaptability of PANet across different vehicle
densities and perspectives.

4.5.2. Comparison on crowd counting.  To validate the gen-
eralization ability of the proposed PANet, cross-domain exper-
iments are conducted on two crowd datasets (ShanghaiTech
Part A and UCF_CC_50). The comparison with several SOTA
methods is presented in table 7.

On the ShanghaiTech Part A dataset, PANet achieves the
best results in MAE and RMSE. Compared to RAQNet [9],
PANet improved MAE by 1.0%, with a decrease of 9.4%
in RMSE, and an 83.7% reduction in parameter. In the
UCF_CC_50 dataset, PANet achieved the best performance
across all metrics. Compared to MobileCount [45], a light-
weight network, PANet improved MAE and RMSE by 63.01%
and 61.51%, respectively. These results demonstrate that
PANet performs well in both dense and highly variable scenes.
Additionally, the cross-domain experiment results indicate
that PANet maintains high counting accuracy and robustness
across different types of datasets, which further proves its
broad applicability in practical scenarios. The subjective res-
ults on these two datasets are shown in figure 5. The result
clearly shows that the generated density maps closely resemble
the GT, and the predicted values are also very close to the



Meas. Sci. Technol. 36 (2025) 026213

J-A Cheng et al

Est:299

Small Vehitle

Figure 4. The visual result on five vehicle datasets. The first row represents the input image, the second row is the ground truth, and the
third row is the generated density map.

Table 7. Comparison of different methods on ShanghaiTech Part A and UCF_CC_50 crowd datasets.

ShanghaiTech

Part A UCF_CC_50
Method MAE RMSE MAE RMSE
MCNN [7] 110.20 173.20 377.60 509.10
TDF-CNN [67] 97.50 145.10 354.70 491.40
LCNet [68] 93.30 149.00 326.70 430.60
MobileCount [45] 89.40 146.00 284.80 392.80
CCNN [69] 88.10 141.70 — —
1/4SAN+SKT [70] 78.00 126.60 — —
SANet [57] 75.30 122.20 358.40 334.90
PCCNet [71] 73.50 124.00 240.00 315.50
SRRNet [3] 60.80 103.00 172.90 256.30
RAQNet [9] 59.00 101.20 177.10 247.60
PANet (Ours) 58.42 91.70 105.36 151.19

Figure 5. The visual result on ShanghaiTech PartA and UCF_CC_50 datasets.
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Figure 6. Ablation study on key modules of the PFE module.

Table 8. Ablation study of the federated learning framework.

n=2 n=4 n=2=8
MAE RMSE MAE RMSE MAE RMSE

Clients

Avg. 71.07 119.84
PANet (Ours) 61.90 101.52

122.70 233.60
63.59 104.90

169.56 360.03
70.40 120.22

actual values. This indicates that PANet is effective and super-
i0r across various scenarios.

4.6. Ablation study

To evaluate the effectiveness of the PFE module and the fed-
erated learning framework, we conducted ablation studies on
the ShanghaiTech Part A dataset. The results are displayed in
figure 6 and table 8. The baseline refers to a network contain-
ing only the encoder and decoder.

Figure 6 shows the baseline scores of 60.32 and 99.56.0
in MAE and RMAE, respectively. When the PFE module is
incorporated, MAE decreases by 3.15%, and RMSE decreases
by 7.89%. In the PFE module, we adjusted the baseline chan-
nels from 512 to 256. This adjustment reduced FLOPs by
47.4% with only a 0.11% increase in parameters and simul-
taneously improved the performance of the PANet.

To evaluate the impact of the number of clients on model
performance and the effectiveness of the federated learning
framework, we conducted experiments on the ShanghaiTech
PartA dataset. The Avg method randomly splits the training
set of the Part A dataset into n equal parts, uses one part for
training, and tests on the entire test set. This experiment was
repeated 8 times, and the average result was calculated. In the
federated learning framework, n represents the number of cli-
ents. The results for different numbers of clients (n = 2, 4,
8) using both the Avg method and the proposed PANet with
federated learning framework are shown in table 8.

As the number of clients increases, the MAE and RMSE
values for both methods also increase, which indicates a
decline in model performance. This decline is due to the
more pronounced non-independent and identically distributed
data characteristics as the number of clients increases, which
poses greater challenges for global model aggregation. Across
all client numbers, our method consistently outperforms the
Avgdataset method in terms of MAE and RMSE values, which
further validates the effectiveness of the federated learning
framework.

5. Conclusion

In this paper, we presented a lightweight PANet for vehicle
counting to achieve efficient performance on edge devices.
Additionally, the federated learning framework alleviates the
pressure on individual devices processing data from various
sources while protecting data privacy. Specifically, the PFE
module improves network accuracy while optimizing network
output to reduce computational load. Moreover, the proposed
federated learning framework distributes computational load,
which enhances model training efficiency and reduces the bur-
den on individual nodes. Additionally, it ensures data pri-
vacy by aggregating parameters without sharing local datasets.
Experimental results from five vehicle datasets and two crowd
datasets show that PANet demonstrated significant advantages
in effectiveness and accuracy.
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